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1 Management Summary
1.1 Problem Situation 

Although our client is a world leader in casual dining, the company experienced a decrease in overall customer traffic from one year to the next at one of the specific casual dining brands. As the company invested time and money into marketing campaigns for this restaurant chain throughout the year, they were interested in what caused the overall percent change in customer traffic from the first half of fiscal year 2008 (from now on referred to as 1HF08) to the first half of the fiscal year 2009 (1HF09) to be

-3.74%.
1.2 Method of Analysis 

To examine this issue, our team used a multiple linear regression analysis to analyze the effects of marketing campaigns as well as economic factors inflencing customer traffic. By comparing the marketing campaigns and economic factors of 1HF08 and 1HF09, our goal was to find what variables had the most significant effect on either driving or dragging customer traffic. As an additional investigation, through a data envelopment analysis (DEA), our team analyzed the efficiency of each specific restaurant in terms of marketing.
1.3 Findings

From the multiple linear regression analysis, the main drive of customer traffic at the restaurants was found to be the marketing campaign of national eBlasts and the main drag of customer traffic was found to be unemployment level, or basically the declining economy. When the data envelopment analysis was performed, six restaurants were found to be performing at the most efficient level.  Output results for the DEA provide data for how much to change the marketing variables so the restaurants not performing at top efficiency can reach this level.

2 Background and Description 

2.1 Company Background

As a world leader in casual dining, the company has several leading casual dining brands, more than 1,500 restaurants, located in more than 25 countries, and employs over 100,000 team members.  For our study, we are focusing on one of the company’s casual dining brands.  This restaurant chain has 43 locations across the United States. The first location of this restaurant chain opened in 1991, and the brand has been successfully running for 18 years. 
2.2 Problem Scenario 

The purpose of our study was to find the factors influencing a decline in guest count from the first half of fiscal 2008 (1HF08) to the first half of fiscal 2009 (1HF09) at one of the company’s specific restaurant brands, despite the increase in marketing dollars spent. A map of the restaurant locations for this brand can be found in Appendix A.
The overall goal of our analysis was to find the factors which had a significant effect on the drives and drags of customer traffic between 1HF08 and 1HF09.  By comparing data from  1HF08 and 1HF09, we analyzed what marketing campaigns and economic variavble had a significant impact on customer traffic for this restaurant chain. 
2.3 Decisions Involved

There were many questions to be considered in our study.  First, we had to decide which variables to analyze from the data given to us by the company, as well as the economic variables to consider.  With the company conducting multiple marketing campaigns throughout the year, we needed to decide which marketing campaigns would provide us with the best data to predict future trends.  A detailed explanation of the dependent and independent variables chosen for our analysis can be found under the multiple linear regression analysis discussed in section 4. Once our team finalized the variables to include in our study, the appropriate statistical program to analyze the data had to be decided upon.  The statistical program SPSS was decided upon due to the ease of use of the interface and the ability to perform a multiple linear regression analysis. 
2.4 Questions to Be Answered

The main question to answer was determining which variables were influencing the overall decrease in customer traffic. The multiple linear regression analysis was able to help us answer this question by discovering the main drive and main drag of customer traffic. Using the DEA Analysis, we were also interested in analyzing which locations were performing the most efficiently during the time period of interest. Furthermore, this analysis allowed us to figure out what the non-efficient restaurants need to do in order to increase efficiency. The findings from our study will show our client’s marketing department which marketing campaigns were successful, which locations benefited the most, and where to spend most of the marketing dollars in the future.

3 Initial Stages

3.1 Beginning Steps

Our team first met with our client in late January 2009 to discuss the plan for the project as well as a timeline for the semester.  The first two steps included deciding whether we planned to analyze the broad or specific factors influencing customer traffic and whether to use SPSS or SAS statistical programs to analyze our data set. We decided on analyzing the broad factors of the drives and drags of customer traffic as well as SPSS as our predictive analytics software.   SPPS was chosen to run the linear regression over the SAS program because of its easy to use interface.  After obtaining the needed company data we began organizing the data by restaurant name and city, as well as fiscal year, fiscal month, and fiscal week. We then added variables provided to us by our client, including the following:  guest count, net sales, per person average, gift certificate sales, loyalty composite scores, online campaigns, local and national eBlast campaigns, and radio campaigns.   A detailed explanation of these variable can be found in the multiple linear regression analysis in section 4.  All the data was compiled into a master excel spreadsheet and  the economic factors and weather data was added as we found the data online.  The economic factors included were the Dow Jones Industrial Average, unemployment level by state, and the Consumer Confidence Index.  

Once all the variables were added to the master spreadsheet, we began working with SPSS.  Indicator variables needed to be added to the data, and the format of the data had to be altered slightly in order to effectively run in SPSS.  The descriptive statistics were then checked in order to make sure there were no missing data points. Assumptions for the regressions were then checked in SPSS so as to be able to proceed with the regression analysis. 

Based on the data that had been gathered for the SPSS model, we found it interesting to investigate which restaurants made the most efficient use of all the input variables.  When initially meeting with our client, this analysis was not specifically requested of us. However, we decided that the Data Envelopment Analysis should be performed and would add value to our client. Because no one on our team had experience in running this analysis, much background information about the program was researched before it was used.
3.2 Sources of the Data 

The company provided us with the data about the different marketing campaigns including when the campaigns were ran and at which locations. The  economic variables were not provided by the clients, and were researched on the internet: the unemployment rates were found on the Bureau of Labor Statistics website, the weather data on the WxUSA website, the Consumer Confidence Index at pollingreport.com, and the Dow Jones Industrial Average was found on Google Finance.  Furthermore, our client provided us with data from a similar study that was conducted last year by an outside consulting firm.  This data was in the form of a PowerPoint presentation that was presented to our client last year as their final deliverable.  We used this data to form a realistic hypothesis and as a starting point for our analysis.

3.3 Simplifying Assumptions

Our team decided to simplify the three economic variables into  one variable for analysis because we found our initial testings were all correlated with a decline in the economy.  Out of these three variables, only the unemployment level was chosen in our analysis as it was found at a local level, rather than the national level which provides more detail in explaining differences in the regression model. Along with the economic variables we also simplified the online data.  The online data was first broken down by each individual campaign as a separate variable. Our group is only looking at the impact of marketing campaigns as a whole, rather than on the impact of each campaign separately, so we were able to combine all the online variables into one variable in order to simplify the analysis. 
4 Multiple Linear Regression Analysis using SPSS

Our client’s primary interest was finding the drivers and drags of customer traffic at the company’s restaurants. More specifically our client wanted to compare two time periods of data (1HF08 to 1HF09) to find what variables caused the overall percent change in guest count to be -3.74%. 

4.1 Regression Equation

For this analysis, our client felt that a multiple linear regression would be the best method to utilize in our analysis to predict customer traffic based on a set of various predictor variables. The outcome of a multiple linear regression is a linear equation of the following form: 

Y = a + b1*X1 + b2*X2 + ... + bp*Xp + Error

In this equation, ‘Y’ represents the dependent variable, ‘X’ represents each predictor variable, ‘p’ represents the number of predictor variables, ‘a’ represents the y-intercept of the dependent variable, and the ‘b’ coefficients represent the value for each predictor that must be increased or decreased to increase the dependent variable by one. The beta coefficients (‘b’) can be either positive or negative. A basic equation for our analysis will take the following form:

Guest Count = a + b1(Marketing) + b2(Pricing) + b3(Guest Satisfaction) + b4(Macroeconomic) + Error

Thus, by having values for ‘a’ and ‘b’ in the regression equation, the guest count can be predicted on the set of predictor variables. The b coefficients in the regression equation can then be standardized to find the relative importance of each predictor variable in explaining guest count. This information can be used to figure out the main drivers and drags of customer traffic in the different time periods. In short, the key benefits from a multiple linear regression analysis include “(1) the prediction of values on a criterion variable based on a knowledge of values on predictor variables,” and “(2) the assessment of the relative degree to which each predictor variable accounts for the variance in the criterion variable” (Kachigan). 

4.2 Dependent Variable

As our client was interested in the change in customer traffic, the variable of guest count is used as the dependent variable. Our client was able to provide  the data for guest count for the different time periods of interest.  

4.3 Predictor Variables

Based on the previous study on customer traffic by a consulting company, our client asked us to use certain predictor variables in the linear regression analysis. The predictor variables we were asked to investigate are marketing campaigns, pricing, guest satisfaction, and macroeconomic factors. As these are very broad, we narrowed each variable down to more specific predictors.

Marketing Campaigns

Although there are many different types of marketing campaigns throughout each time period of interest, our client asked us to look at the few specific campaigns he felt were the most effective. These marketing campaigns are as follows: online campaigns, radio campaigns, and national and local eBlasts. The online campaigns consist of advertising ads on the web, either on the company website or on other websites. This type of marketing campaign was measured in the number of clicks, or impressions, on the ads. Radio campaigns consist of radio advertisements and were measured in TRP, target rating points. The national and local eBlasts, or “email blasts,” consist of advertising emails sent directly to potential customers. These eBlasts were measured in the number of emails that were actually opened. It is important to note that for the regressions, indicator variables were created for each of the marketing campaigns. These indicator variables are binary, with a 1 representing that the campaign ran in a given week, and a 0 indicating that the campaign did not run in a given week. These indicator variables were used in the regression analysis as they were indicative of the effectiveness of when a campaign was run versus when it was not run.
Pricing

For the pricing variable, our client asked us to use the guest count divided by net sales. This then gives the average amount spent by each customer during a given week, at a given restaurant. A concern with this variable is that guest count was used in calculating the variable, which may include bias in the regression for predicting guest count. 

Guest Satisfaction

The guest satisfaction variable was based on a loyalty composite score from guest satisfaction surveys. This variable represents a percentage of guests satisfied with their overall experience at the restaurant. There is a concern with this variable as only a small percentage of people actually fill out the customer loyalty surveys. Our client was able to provide us with the data for this variable.

Macroeconomic Factors

Our client also asked us to look at different macroeconomic factors that may have an influence on guest count. The different macroeconomic factors we chose to look at include average temperature, amount of precipitation, unemployment level, Dow Jones Industrial Average, and Consumer Confidence Index. The average temperature and precipitation values were found at a weekly level for each location. Some locations may have the same data for this as they are very close together. For example, as there are three Atlanta restaurant locations, these restaurants all have the same temperature and precipitation data. The unemployment level was found at a monthly level for each state. The Dow Jones Industrial Average and the Consumer Confidence Index were found at a monthly level for the entire nation. We found the unemployment level, Dow Jones Industrial Average, and Consumer Confidence index to be highly correlated and decided to use only one of the three variables. As we were able to get the unemployment level at the monthly level for each location, we decided that for this time period the unemployment level would be the best economic variable to use in our analysis to show the changes in the economy. Furthermore, of the three economic variables analyzed,, the unemployment level was the most normally distributed variable. Thus, unemployment level was the predictor variable we chose to use as our economic indicator. Our client was not able to provide us with the data for these variables. Therefore, the data were collected from various websites.

4.4 Assumptions

After gathering all the data, it was important to check the assumptions for a multiple linear regression to decide if we should proceed with this model to predict guest count. The following are assumptions that need to be checked for a multiple linear regression and will be discussed in further detail:

1. Linearity

2. Independence

3. Homoscedasticity

4. Normality

Linearity


The first and most obvious assumption to check in a multiple linear regression is that the variables are linearly related. A basic test for linearity is by creating “a plot of the observed versus predicted values or a plot of residuals versus predicted values” (Nau). For these plots, “the points should be symmetrically distributed around a diagonal line in the former plot or a horizontal line in the latter plot” (Nau). The test for linearity was performed on the observed values versus the predicted values for guest count after the linear regression was run. The data set used was the difference in guest count from 1HF08 to 1HF09, so the values are calculated from 1HF09 minus 1HF08. As can be seen in Figure 1, there is a very slight positive relationship between observed guest count and the predicted variables. There is a definite concern that this is not a very strong linear relationship, indicating that there is only slight predictive power in the variables used for predicting guest count in our model. There is also a very large outlier in the data. This outlier represents the Houston restaurant in fiscal week 12, the week of Hurricane Ike in September of 2008.  We did not feel this outlier would effect our end results drastically, but we were aware of its presence.
Figure 1 Test for Linearity
[image: image1.emf]
Independence

The second assumption to test for in using a multiple linear regression model is independence. Each observation must be assumed to be independent from all the other observations. The observations in this data set represent one week at one of 41 restaurants. Each observation is independent in that it represents a separate week and a separate restaurant. However, two concerns are that the weeks are not independent of each other, or that each restaurant is not independent of each other. 
Homoscedasticity

The third assumption in a multiple linear regression is a test for homoscedasticity. Homoscedasticity is defined as “homogeneity of population variances” (Kachigan). Basically, the variances for each variable are assumed to be equal. To test for homoscedasticity, “look at plots of residuals versus predicted value, and be alert for evidence of residuals that are getting larger (i.e., more spread-out) as a function of the predicted value” (Nau). As seen in Figure 2 below, there is a definite outlier in the data (which has already been attributed as Hurricane Ike in Houston). Furthermore, there may be a concern of the violation of homoscedasticity as there is definite spread in the plot of the residuals vs. the predicted values, although the amount of spread is about the same for all the predicted values.

Figure 2 Test of Homoscedasticity
[image: image2.emf]
Normality

The final assumption to check for in a multiple linear regression analysis is a test for normality. Violations of normality by outliers can cause skewness in the error distribution and “since parameter estimation is based on the minimization of squared error, a few extreme observations can exert a disproportionate influence on parameter estimates” (Nau). To test for normally distributed errors, the best method is “a normal probability plot of the residuals” (Nau). A Q-Q plot is a good method of testing the normality of the residuals as seen in Figure 3 below. When looking at the Q-Q plot, “a bow-shaped pattern of deviations from the diagonal indicates that the residuals have excessive skewness (i.e., they are not symmetrically distributed, with too many large errors in the same direction),” and “an S-shaped pattern of deviations indicates that the residuals have excessive kurtosis--i.e., there are either two many or two few large errors in both directions” (Nau). As seen in the Q-Q plot in Figure 3, there is a slight s-shape in the residuals which may be a concern, however, overall the values fall on the normal distribution line. Another method to test the normality of the residuals is to create a histogram and see if the residuals are depicted in a normal distribution curve as seen in Figure 4. 
Figure 3 Test of Normality with Q-Q Plot
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Figure 4 Test of Normality with Histogram
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4.5 Analyzing Output

After checking the assumptions and then running a multiple linear regression in SPSS, the important things to look for in the output are adjusted r2, ANOVA (analysis of variance) significance level, standardized beta coefficients, and partial correlations. These are described in more detail below.

Adjusted R2
The multiple correlation coefficient, R, indicates the strength and direction of a correlation, while R2 “signifies the proportion of variance in the criterion variable predictable from the variation in the derived variable of composite scores” (Kachigan). Basically, the R2 value explains the amount of variation of the dependent variable, in this case guest count, attributed to the set of predictor variables. For example, an R2 value of .32 would suggest that about 32% of the variation in guest count could be explained by the predictor variables. The adjusted R2 value is simply “based on the number of variables and objects studied” (Kachigan). Therefore, the adjusted R2 value is what we will be using to test the explanatory power of each regression model tested.

ANOVA (Analysis of Variance)

The reason to look at the analysis of variance is to see if there is a significant relationship between the dependent variable, guest count, and at least one of the explanatory variables. At a 95% significance level, a p-value (significance value) of less than .05 will indicate that there is a significant relationship between guest count and at least one of the predictor variables. Therefore, when running the regressions we wish to see a p-value of less than .05 to know that there is a significant relationship between at least one of the predictor variables and guest count.

Standardized Beta Coefficients

The size of the standardized beta weights reflect the “relative importance of the variables with which they are attached” (Kachigan). Therefore, “a variable with a high beta coefficient should account for more of the variance in the criterion variable than a predictor variable with a small beta coefficient” (Kachigan). It is important to realize that these coefficients simply show the relative importance of the predictor variables, rather than the absolute contributions of the predictor variables. 

Partial Correlations

While the beta coefficients “represent the independent contributions of each independent variable to the prediction of the dependent variable,” the partial correlations express this same contribution but “controlling for all other independent variables” (StatSoft). Basically, the partial correlation expresses the correlation of each predictor variable to the dependent variable, guest count, while controlling for the other predictor variables.

4.6 Results 

Various regressions were run testing the difference between the first half of fiscal 2008 (1HF08) and the first half of fiscal 2009 (1HF09). The steps used in SPSS for these regressions can be found in Appendix B. For these regressions, the data that were used were the raw scores on each of the variables for 1HF09 minus the raw scores on the variables for 1HF08. A backward stepwise regression was used in SPSS to show the different steps in removing variables from the model. Basically, a backward stepwise regression begins with all variables in the model and then removes one variable at a time if the variable is not significant or does not improve the r2 value. The best model found an adjusted r2 value of .020, the model was significant at the .05 level, and the two significant predictor variables were unemployment level and national eBlasts. The summary of the results of the multiple linear regressions can be seen in the table in Appendix E, while the full SPSS output for the regressions can be found in Appendix F. The first model in this table includes all the variables, but the best model (model 8) only includes unemployment level and national eBlasts. The adjusted r2 value of .02 indicates that the predictor variables explain 2% of the variability in guest count. While this explanatory power is not good, the model is still significant and the two variables of unemployment level and national eBlasts are also shown to be significant. The standardized beta coefficients in the model show the relative importance of the two predictor variables. From the b coefficients in Table 7 for model 8 in Appendix F, the regression equation is found to be:

Guest Count = -249.216 + 129.618(National eBlasts) -47.925(Unemployment Level) 

This regression equation was then used to calculate the overall percent change in guest count due to the predictor variables. The overall percent change in guest count was -3.74% from 1HF08 to 1HF09. The addition of new restaurants increased the overall guest count by 2.79%, and the national eBlasts increased the guest count by .20%. However, the main drag of customer traffic was the economy as seen in the -1.62% drag in traffic due to unemployment level. As the regression model does not have a very high predictive power, it makes sense that there is a large portion (-5.11%) of the guest count change unexplained. A Waterfall Chart of these percent change results can be seen in Figure 5. (Please note: the calculations for these percent changes can be found in Appendix C and Appendix D.) The percent change for each of the variables in the chart add up to the overall percent change in guest count of -3.74%.

Figure 5 Waterfall Chart for the Overall Percent Change in Guest Count
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4.7 Interpretation and Conclusion

The multiple linear regressions showed that the main drive of customer traffic was national eBlasts, while the main drag of traffic was found to be unemployment level. The remaining predictor variables were not found to be significant in either driving or dragging customer traffic at the restaurants. The opening of the new restaurants was also a large driver of customer traffic, but may not be a feasible option from year to year for the company to open up additional restaurants. 

We recommend from the multiple linear regression results for the company to increase national eBlasts to continue to drive customer traffic. Also, the economy is currently a large factor in decreasing customer traffic, and is making much more of an impact than the marketing campaigns are in driving traffic. A large portion of the percent change in guest count was found to be unexplained. As the variables we looked at did not explain this decrease, we believe that it could possibly be due to other variables we did not look at such as competitors, location, and increases in menu prices.
5 Data Envelopment Analysis

Although our client did not ask in particular for an efficiency analysis to be performed, after considering the data that had been collected for the multiple linear regression analysis, it was decided that a Data Envelopment Analysis could be done and would provide additional feedback for our client.

A Data Envelopment Analysis differs from regression in many ways.   Whereas regression considers only one output variable for its analysis, multiple inputs and outputs can be used with DEA.  Regression also assumes that the data follows a normal distribution (which may or not be true), while the results from DEA are derived from the data and are not expected to follow a theoretical model of performance such as a straight line, a bell curve, or any shape at all. Additionally, regression is concerned with the middle of the data and uses averages to form a model, and because the DEA identifies the most efficient performers, it is interested in the outliers (Barr Benchmarking).  Another feature of using DEA is the fact that the weights can be constrained to tailor the clients’ demands or previous experience (i.e. a constraint can be added to make a variable more important).
5.1 Equations
As described earlier, a DEA is an analytical tool that integrates multiple input and output variables at the same time, including those that are beyond a restaurants’ control (i.e. macroeconomic variables) (Reynolds). It calculates a single efficiency index that compares all units to the most-efficient units in the group, and is found by minimizing the weighted sum ratio of outputs and inputs.  DEA defines the best practice by computing a particular set of weights for each decision making unit (DMU), and these weights are chosen so that the DMU is best represented.

The equation that is run during the Data Envelopment Analysis chooses a set of weights for DMU k such that*: 
[image: image11.png]Etficiency _

of unit j

where

WX TWo Y+ FVpXy,

VX VX, o VX,

w,; = the weight given to output 1
Y, = amount of output 1 from unit p
v; = the weight given to input 1
X,, = amount of input 1 from unit p

T = total number of outputs
N = total number of inputs



[image: image12.png]UgGyesiCountFUEStCouNt, + UppersaesNetSales,

VaittCensaes GLHCe1tSales, + Vo, perconave PETPEISONAVE, + .. + Voofidencelngex COnfidencelndex,





*(Barr, Benchmarking)
[image: image13.png]Marketing
efficiency of
restaurant p



The efficiency index for each DMU p is calculated as*:

*(Emrouznejad)
In our case, we have two possible outputs to choose from: GuestCount, NetSales, and twelve possible inputs: GiftCertSales, PerPersonAvg, Loyalty, OnlineCampaigns, LocaleBlasts sent, NationaleBlasts sent, Radio, AverageTemp, Precipitation, LocalUnemployment level, DowJones, and ConfidenceIndex. A basic equation for our analysis will take the form:

5.2 Initial Decisions
Before the DEA can be run, some decisions need to be made that influence the results.
Model

There are four models that can be chosen: CCR, BCC, NDRS, and NIRS.  The CCR (Charnes, Cooper, and Rhoades) model is used when a constant-returns-to-scale relationship is assumed. An increase in a unit's inputs leads to a proportionate increase in its outputs. There is a one-to-one, linear relationship between inputs and outputs.  The BCC (Banker, Charnes, and Cooper) model is used when a variable-returns-to-scale relationship is assumed between inputs and outputs.  An increase in a unit's inputs does not produce a proportional change in its outputs.  As the unit changes its scale of operations, its efficiency will either increase or decrease.  The NDRS model assumes a non-decreasing returns-to-scale, and the NIRS assumes a non-increasing returns to scale.  The BCC model was chosen, as there is a variable relationship between the inputs and outputs. (Barr Pioneer)
Orientation
There are two choices for which orientation to choose: Input and Output.  With the input orientation, inefficient DMUs are evaluated in terms of the amount of contraction of input levels needed to be efficient with the stated outputs.  This is used when the model asks “How much can inputs be reduced while maintaining the same level of output?” (Horizontal black arrow in figure below.)  With the output orientation, inefficient DMUs are evaluated in terms of the amount of expansions of output levels needed to be efficient with the stated inputs.  This asks the question “How much can output be increased while keeping the level of inputs constant?” (Vertical black arrow in figure below.)
Figure 6 DEA Simple Example
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The output orientation was selected when first running the model because it was thought that since we are performing an evaluation based on data that has already occurred, we would be looking at how much the outputs could be increased while keeping the level of inputs constant.  The two orientations yield the same results for the efficient restaurants, but the values in the Detail Report are focused differently.  The choice would be that of the client, and it was decided to chose an input-oriented result because it would provide feedback for how much to increase/decrease the inputs while still receiving the highest type of performance.

Scaling

There are four options that can be used if the user wants to scale the data prior to use: None, Geometric Mean, Average Value, and Maximum Value.  When No Scaling is selected, the model uses values directly from the file for all DMUs.  Geometric Mean scales the values based on the geometric mean of the data. Average Value scales values based on the average of the data. Maximum Value scales values based on the maximum of the data. The side constraints are not scaled regardless of scaling choice, only the values.  For our analysis, the geometric mean was chosen.

5.3  Predictor Variables
Because this analysis was started once all the data had been gathered for the regressions analysis, the same predictor variables were available.  However, the fewer the inputs involved in the analysis, the more effective DEA is.  A general rule-of-thumb regarding this issue is after summing up the number of inputs and outputs, and multiplying by 8 (Barr), the product should roughly equal the number of DMUs (Barr).  In our case of 41 DMUs and 2 outputs, this would mean about 3-4 inputs; our current data included 12 input variables. The analysis was run and looked over with the modifications to determine which variables were the most effective predictors.

The first of these modifications was run without the uncontrollable variables of Average Temperature and Precipitation. Regardless of these variables, because they were aggregated over the year, the total yields the characteristic of the city and customers are not affected.  For example, Houston’s average temperature and level of precipitation varies greatly with Boston’s, but the customers of those cities are familiar with these and the difference should not be factored in.
Additional modifications include running the model with the unemployment rate switched to employment rate.  When running the DEA, the data must be organized so that increased inputs are expected to yield increased outputs. The higher an employment rate (lower unemployment rate) tends to yield a higher guest count.  We also ran the model with a side constraint emphasizing guest count as guest count was the original variable that initiated this project.
5.4  Output Variables

Although it was originally considered to only use guest count as an output variable, it was later re-instated, as a large benefit of using the Data Envelopment Analysis is how it considers multiple outputs to determine the most efficient unit.
5.5  Analyzing Output

When the DEA is run, there are two reports that are printed out: the Summary Report and Detail Report, which is provided in the following section.  On these two outputs, there are 6 main sections that provide valuable information for each DMU: Status, Level, Efficiency Rating, Multipliers Value, Observed and Ideal Values, and the Reference Set.  The Status tells whether the DMU is efficient or inefficient, and the level tells which efficiency tier the DMU is on.  For example, if a DMU has level 2, it only became efficient once the most efficient DMU’s were taken out.  The efficiency rating is the rating calculated in the Equations section.  With input-oriented models, an efficiency rating of E ≥ 1 means that the DMU is among the most efficient transformers of inputs to outputs; inefficient DMUs have E < 1.  The closer a DMU is to 1, the more efficient it is.  

The Multipliers Values are the optimal set of weights that have been determined for the DMU’s input and output variables to maximize its efficiency score when the multipliers are applied to every DMU.  In this section of the report, the multipliers are shown along with, when zero, any associated slack values.  When the report shows the observed and ideal values for all the variables, “the Ideal value for the DMU comes from projecting its current state onto the efficient frontier, either by contracting all inputs at a uniform rate E (in our case) or expanding all outputs by a uniform multiple 1/E (in output-oriented models).  These ideals also include adjustments for any slack values to account for projections outside of the efficient-frontier, which need to be shifted onto an efficient component” (Barr Pioneer: 19). 
 The reference set is the set of efficient DMUs that the inefficient DMU under evaluation is compared to.  “The efficient DMUs form a convex mathematical surface called an efficient frontier. An inefficient DMU is projected onto a point on this surface by reducing its inputs (in our case) or increasing its outputs (in output-oriented models).  That point is on a particular facet or face of this surface formed by a convex combination of some or all of the efficient DMU points, located at the extreme points of the surface facet” (Barr Pioneer: 20).  This means that if its output level remained the same and the values of the input variables became the ideal levels, this DMU would be efficient, compared to the others among the data.
5.6 Results
DEA Summary Report
Table 1 DEA Summary Report Output
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This output shows that when the model was first run, 6 restaurants were found to be efficient.  When it was run the second time, these 6 restaurants were taken out of the model and the remaining 35 restaurants were compared among themselves, allowing 10 additional restaurants to reach efficiency.  

The 6 efficient restaurants are Denver Pavillions, Farmers Market, Las Vegas, Richmond, San Jose, and Tyson’s Corner.  The 2 least efficient are Beachwood and Boca Raton.

DEA Detail Report
Table 2 DEA Detail Report Output
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The output in Table 2 shows the details described in the previous section for each restaurant. The details of how the FarmersMarket restaurant reached efficiency during the first run are displayed.  
Efficient DMU Weights
When DEA evaluated FarmersMarket, it calculated that the weights for this restaurant should include a Guest Count weight of .301, NetSales of .014, LoyaltyComposite of 1.3, EBlastsLocal of .014, Radio of .014, and LocalUnemploymentLevel of .014. The larger the number, the more weight they have because it helps maximize the efficiency rating.  The lower the number, the lower the weight.  When a value is 0, it has zero weight and is ignored in the efficiency calculation because ignoring this variable helped maximize its efficiency. 
Inefficient DMU Reference Set
DEA wasn’t able to increase Grand’s efficiency score to 1 until the third run, which means the Grand restaurant is on the third efficiency tier.  The reference set for the first run includes FarmersMarket and DenverPavillions.  This means that DMU Grand’s inefficiency was determined by a comparison with these two restaurants and lies on the facet with these DMUs as its extreme points (Barr Pioneer).  The projected point for Grand is closer to the DenverPavillions DMU because its value is larger.

Inefficient DMU Variable Values
The ‘ideal’ value for GuestCount after the first run was 5722.7, and the ‘observed’ was 3879.4.  Referring to the example graph in the previous section, when these two numbers are subtracted from each other, this number corresponds to the ‘length’ of the arrow needed for efficiency. Just like in the example when OldOrchard was more efficient than Durham, another restaurant is performing at the same level as Grand but using less inputs. After the second run, Grand met the ideal Guest Count, but the number of eBlasts that it was sending out was not efficient.  Whereas it was sending out 50.7, another restaurant was performing at the same level but doing so while sending out a lower number.

After the third run, DEA found the weights needed to make Grand efficient.  The values for GuestCount, NetSales, and Radio are all very close to 0.  This means that DEA essentially ignored these variables with computing the efficiency calculation because doing so helped maximize the value of E. 

Application of Results
We can tell from this report that for the Grand restaurant, the variables of LoyaltyComposite, eBlastLocal and LocalUnemploymentLevel work to its benefit which means that this restaurant is doing a relatively “good” job in these aspects.  (Recalling that it still was not found to be efficient until the third round).  This means that this restaurant should reconsider the amount of its radio marketing, as it is not showing to be an efficient method.
When this type of analysis is done for each restaurant, these findings show which restaurants are performing at the optimal level based on Guest Count and Net Sales as a factor of Loyalty Composite, eBlast local data, Radio data, while considering the Unemployment Level of the surrounding city.  If it is decided that these inputs and constraints are the correct predictors of marketing efficiency of restaurants, the results can be used to determine how much to change the amount of marketing each restaurant uses.
5.7 Assumptions and Suggestions
Predictor Variables
Before using this information to decide which inputs to change (i.e. how much to increase or decrease the amount of radio exposure, or whether to increase or decrease the amount of eBlasts sent out), the client should determine whether the inputs used in this model are good predictors for the efficiency of marketing. Perhaps additional inputs to determine marketing efficiency would include additional marketing information such as the data for print ads, commercials, coupons in a city coupon book or others.  If an additional model was desired to determine efficiency of a restaurant as a whole, additional inputs could include data such as labor costs, size (number of seating), location of nearest competition, location near mall, or using gratuity as an indicator of customer satisfaction.

Constraints
When the final model was run, it was done with a constraint emphasizing the importance of guest count as an indicator of marketing efficiency.  The client may want to include other constraints emphasizing other inputs as important in determining guest count and net sales (or whichever outputs that are decided that indicate marketing efficiency).  For example, if radio data is determined not to be a very good predictor of marketing efficiency, the weight applied to radio data should be less than 20% of the total input weights. On the other hand, if eBlast data is shown to be a good predictor, the client may want to use a constraint that says the weight applied to eBlast data must be at least 30% of the total input weights.

5.8 Conclusion
Because the effectiveness of this Data Envelopment Analysis is yet to be determined and depends on an additional independent study by the marketing team, the purpose of this DEA is to serve as an ‘eye-opener’ and possibly initiate further testing.  It is suggested that the client continue with this analysis after appropriate inputs, outputs, and constraints have been verified as the best predictors for marketing efficiency.  If the client agrees with this analysis, the data from the DEA Detail Report can be applied to the individual restaurants and increase their marketing efficiency.
6 Conclusions and Critique

6.1 Summary of Results

Multiple Linear Regression Analysis
From the different multiple linear regressions that were tested , the main drive of customer traffic at the restaurants was found to be the marketing campaign of national eBlasts and the main drag of customer traffic was found to be unemployment level.  Although we have concerns about the explanatory power of these models as the r2 values do not seem very strong, the significant models still showed that national eBlasts were an important factor in increasing customer traffic, while the poor economy has been the largest factor in decreasing customer traffic. The remaining predictor variables did not turn out to be significant in predicting customer traffic.
Data Envelopment Analysis
After running the Data Envelopment Analysis multiple times with different inputs, outputs, and constraints, it was found that the best input predictors of marketing efficiency are the Loyalty Composite Score, the number of eBlasts sent, the amount of radio campaigns, and the local unemployment level.  Using the advantages of the DEA, it was found that the best output predictors were guest count and net sales. The results found that 6 restaurants were performing at the optimal level, 10 on the second level, 14 on the third level, 9 on the fourth, and 2 on the fifth.

6.2 Recommendations to Management
Multiple Linear Regression Analysis

Based on the results from the regression analysis, it is important for the marketing department to understand that the most effective marketing campaign in predicting customer traffic is the national eBlasts. As the remaining marketing campaigns were not significant in the analysis, they seemed to have little to no effect on guest count. Furthermore, the main drag of customer traffic is due to the declining economy. During the time periods of interest, the economy had a significant effect on decreasing guest count, although in other time periods it may not have such a large effect. Also, a large portion of the decline in guest count could not be explained by the multiple linear regression analysis, indicating that other factors are leading to the overall decrease in guest count. We can only speculate as to what these factors may be, but a few of our suggestions are location, competitors, and changes in price.
Data Envelopment Analysis
Based on our results from this analysis, management can use the output results to determine which restaurants should increase marketing variables, such as eBlasts and Radio air-time, in order to reach their optimal efficiency. 

6.3 Self-Critique

Multiple Linear Regression Analysis

The explanatory power of the linear regression analysis was very low, as indicated by the small r2 values in each of the models. Furthermore, a very large portion of the outcome of our study was an unexplained decrease in guest count. If more time were available, we would have liked to research more variables that may have caused this decrease in guest count.
Data Envelopment Analysis

As discussed earlier, when the Data Envelopment Analysis was run, it was done so using the variables from the given data.  If more time was available to further execute this study, we would have conducted an additional study to evaluate which variables are truly the best predictors of an efficient restaurant and supplementary specific constraints to include.
6.4 Suggestions for further Study

Multiple Linear Regression Analysis

The variables in our analysis were not able to explain very much of the change in guest count at the restaurants. It is recommended that our client research more variables that may have been causing this large decrease in guest count, to be more confident in the regression results.
Data Envelopment Analysis

Because these variables in the DEA were not previously determined to be the main predictors of an efficient restaurant, it is reccomended that the client conduct a study to evaluate what these variables may be.  If the client agrees with the assumptions made in this analysis, it is suggested that the client use the results from the DEA output and adjust marketing strategies accordingly.
Appendix A
Graphical Representation of Restaurant Locations
Figure 7 Map of Restaurant Locations
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 Appendix B
Multiple Linear Regression Steps in SPSS

When we ran each multiple linear regression in SPSS, these were the specific steps that were followed:

1. Click Analyze

2. Click Regression

3. Click Linear

4. Dependent Variable = Guest Count
5. Independent Variables = choose predictor variables
6. Method- can choose between Enter or Backward methods. Enter- puts all variables into the model whether or not they are significant. Backward- puts all variables into model and then in a stepwise fashion removes the variable that is least significant until all variables are significant. There are other methods, but these were the main ones used in this analysis.
7. Under Statistics… choose Part and Partial Correlations

8. Under Save… choose Studentized Deleted Residuals to check the residuals against the different multiple linear regression assumptions
9. Under Options… able to change significance level for predictor variables (For 95% significance level change Entry to .01 and Removal  to .05)
Appendix C
Steps to Calculate Percent Changes in Waterfall Chart

1. Identify significant predictor variables in the model from the p-values (sig values) in the multiple linear regression

2. Find the regression equation from  the b coefficients

Guest Count = -249.216 + 129.618(National Eblast Indicator) – 47.925 (Unemployment Level) + Error

3. Find overall average differences in the data for each of the predictor variables. To do this, average the data for 1HF08, average the data for 1HF09, and then subtract 1HF09- 1HF08. 

4. Plug the average values from step 3 into the regression equation to find the predicted guest count number for each week at each restaurant

-249.216 + 129.618(0.077 average difference in National eBlasts indicator) – 47.925(1.65 average difference in Unemployment level) = -318.31 average difference in guest count
5. From the b coefficients in the regression equation, calculate the average increase/decrease in guest count for each variable

Ex. National eBlasts = 129.618*0.077 average difference in National eBlasts indicator = 9.98 (average increase in this number of people each week at each restaurant due to National eBlasts)

6. For each predictor variable, calculate the percent contributions to the overall percent change in guest count of -6.53% (not including the new restaurants, which increased guest count by 2.79%)

Ex. National eBlasts=(9.98 people/ -318.31 average difference in guest count) * (-6.53% overall percent change in guest count) = .20% increase in guest count due to national eBlasts)
7. These should then add up to the overall percent change of -3.74% (now include new restaurants) 

8. The remaining predictor variables were not found to be significant in the regression model and were thus not used in this part of the analysis.

Appendix D
Table 3 Caculations for Waterfall Chart

	
	FiscalYear
	GuestCount (w/o New Restaurants)
	New Restaurants
	Eblast National Indicator
	Unemployment Level
	Intercept (unexplained)

	Difference
	F2009-F2008
	-318.469981
	145175
	0.077
	-47.925
	1

	b coefficient
	
	
	
	129.618
	1.65
	-249.216

	Predicted Number of People due to Variable
	
	-318.3117
	
	9.9806
	-79.0763
	-249.2160

	Divide by overall Guest Count difference
	
	
	
	-0.0313
	0.2483
	0.7825

	% Contribution to Total Guest Count Change
	
	-6.53%
	2.79%
	0.20%
	-1.62%
	-5.11%


Appendix E
Table 4 Summary of Multiple Linear Regression Results

	Dependent variable: Difference in Guest Count at restaurants between 1HF09 and 1HF08

	 
	(1)
	(2)
	(3)
	(4)
	(5)
	(6)
	(7)
	(8)

	Intercept
	-233.174
	-277.96
	-230.49
	-233.56
	-224.93
	-226.43
	-229.78
	-249.22

	
	-5.247***
	-5.193***
	-5.261***
	-5.344***
	-5.23***
	-5.267***
	-5.356***
	-6.056***

	Per Person Average
	15.881
	16.969
	17.079
	17.241
	
	
	
	

	
	1.015
	1.089
	1.096
	1.106
	
	
	
	

	Loyalty Composite
	-235.804
	-226.65
	-234.3
	-238.21
	-235.02
	-237.58
	-229.55
	

	
	-1.621
	.118
	-1.62
	-1.647*
	-1.626
	-1.178
	-1.589
	

	Online Indicator
	-32.942
	-35.651
	-26.669
	
	-25.382
	
	
	

	
	-1.324
	-1.448
	-1.182
	
	-1.128
	
	
	

	Radio Indicator
	52.297
	54.557
	
	
	
	
	
	

	
	.873
	912
	
	
	
	
	
	

	National Eblast Indicator
	128.503
	127.489
	128.538
	-40.859
	129.305
	126.029
	127.924
	129.618

	
	4.049***
	4.022***
	4.058***
	4.038***
	4.086***
	3.999***
	4.063***
	4.117***

	Local Eblast Indicator
	-44.961
	-45.063
	-43.502
	-40.859
	-38.413
	-40.011
	
	

	
	-1.314
	-1.317
	-1.273
	-1.199
	-1.13
	-1.178
	
	

	Average Temperature
	-1.797
	
	
	
	
	
	
	

	
	-.764
	
	
	
	
	
	
	

	Precipitation
	21.456
	21.937
	21.827
	
	
	
	
	

	
	.968
	.995
	.991
	
	
	
	
	

	Unemployment Level
	-45.989
	-47.047
	-46.479
	-45.686
	-47.26
	-48.369
	-48.671
	-47.925

	
	-1.989**
	-2.039**
	-2.015**
	-1.982**
	-2.054**
	-2.104**
	-2.117**
	-2.083**

	
	
	
	
	
	
	
	
	

	Adjusted R squared
	0.022
	0.022
	0.022
	0.022
	0.022
	0.022
	0.021
	0.02

	F
	3.606***
	3.986***
	4.437***
	5.013***
	5.77***
	6.893***
	8.725***
	11.807***


*indicates significant at the .10 level

**indicates significant at the .05 level

***indicates significant at the .01 level

Appendix F
SPSS output for Regression Models
Table 5 SPSS Output- Adjusted R Square Summary of Each Regression Model

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate
	Change Statistics

	
	
	
	
	
	R Square Change
	F Change
	df1
	df2
	Sig. F Change

	1
	.173a
	.030
	.022
	483.71549
	.030
	3.606
	9
	1056
	.000

	2
	.171b
	.029
	.022
	483.62006
	-.001
	.583
	1
	1056
	.445

	3
	169c
	.029
	.022
	483.58179
	-.001
	.833
	1
	1057
	.362

	4
	.166d
	.028
	.022
	483.57749
	-.001
	.981
	1
	1058
	.322

	5
	.163e
	.026
	.022
	483.62862
	-.001
	1.224
	1
	1059
	.269

	6
	.159f
	.025
	.022
	483.69051
	-.001
	1.272
	1
	1060
	.260

	7
	.155g
	.024
	.021
	483.77860
	-.001
	1.387
	1
	1061
	.239

	8
	.147h
	.022
	.020
	484.12564
	-.002
	2.526
	1
	1062
	.112

	a. Predictors: (Constant), Unemployment Level, Loyalty Composite, Online Indicator, Eblast Local Indicator, Per Person Average, Precipitation, Eblast National Indicator, AvgTemp, Radio Indicators

	b. Predictors: (Constant), Unemployment Level, Loyalty Composite, Online Indicator, Eblast Local Indicator, Per Person Average, Precipitation, Eblast National Indicator, Radio Indicators

	c. Predictors: (Constant), Unemployment Level, Loyalty Composite, Online Indicator, Eblast Local Indicator, Per Person Average, Precipitation, Eblast National Indicator

	d. Predictors: (Constant), Unemployment Level, Loyalty Composite, Online Indicator, Eblast Local Indicator, Per Person Average, Eblast National Indicator

	e. Predictors: (Constant), Unemployment Level, Loyalty Composite, Online Indicator, Eblast Local Indicator, Eblast National Indicator

	f. Predictors: (Constant), Unemployment Level, Loyalty Composite, Eblast Local Indicator, Eblast National Indicator

	g. Predictors: (Constant), Unemployment Level, Loyalty Composite, Eblast National Indicator

	h. Predictors: (Constant), Unemployment Level, Eblast National Indicator


Table 6 SPSS Output- ANOVA Summary of Each Regression Model

	ANOVAi

	Model
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	7594627.442
	9
	843847.494
	3.606
	.000a

	
	Residual
	2.471E8
	1056
	233980.674
	
	

	
	Total
	2.547E8
	1065
	
	
	

	2
	Regression
	7458225.280
	8
	932278.160
	3.986
	.000b

	
	Residual
	2.472E8
	1057
	233888.358
	
	

	
	Total
	2.547E8
	1065
	
	
	

	3
	Regression
	7263495.878
	7
	1037642.268
	4.437
	.000c

	
	Residual
	2.474E8
	1058
	233851.346
	
	

	
	Total
	2.547E8
	1065
	
	
	

	4
	Regression
	7034043.104
	6
	1172340.517
	5.013
	.000d

	
	Residual
	2.476E8
	1059
	233847.192
	
	

	
	Total
	2.547E8
	1065
	
	
	

	5
	Regression
	6747779.782
	5
	1349555.956
	5.770
	.000e

	
	Residual
	2.479E8
	1060
	233896.641
	
	

	
	Total
	2.547E8
	1065
	
	
	

	6
	Regression
	6450364.498
	4
	1612591.124
	6.893
	.000f

	
	Residual
	2.482E8
	1061
	233956.508
	
	

	
	Total
	2.547E8
	1065
	
	
	

	7
	Regression
	6125899.988
	3
	2041966.663
	8.725
	.000g

	
	Residual
	2.486E8
	1062
	234041.732
	
	

	
	Total
	2.547E8
	1065
	
	
	

	8
	Regression
	5534791.621
	2
	2767395.811
	11.807
	.000h

	
	Residual
	2.491E8
	1063
	234377.637
	
	

	
	Total
	2.547E8
	1065
	
	
	


Table 7 SPSS Output- Summary of Coefficents for Each Regression Model

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	Correlations

	
	B
	Std. Error
	Beta
	
	
	Zero-order
	Partial
	Part

	1
	(Constant)
	-233.174
	44.438
	
	-5.247
	.000
	
	
	

	
	Per Person Average
	15.881
	15.653
	.031
	1.015
	.311
	.040
	.031
	.031

	
	Loyalty Composite
	-235.804
	145.424
	-.050
	-1.621
	.105
	-.051
	-.050
	-.049

	
	Online Indicator
	-32.942
	24.880
	-.045
	-1.324
	.186
	-.028
	-.041
	-.040

	
	Eblast Local Indicator
	-44.961
	34.226
	-.040
	-1.314
	.189
	-.041
	-.040
	-.040

	
	Eblast National Indicator
	128.503
	31.734
	.125
	4.049
	.000*
	.133
	.124
	.123

	
	Radio Indicators
	52.297
	59.877
	.029
	.873
	.383
	.018
	.027
	.026

	
	AvgTemp
	-1.797
	2.353
	-.024
	-.764
	.445
	-.027
	-.023
	-.023

	
	Precipitation
	21.356
	22.055
	.030
	.968
	.333
	.021
	.030
	.029

	
	Unemployment Level
	-45.989
	23.121
	-.061
	-1.989
	.047
	-.078
	-.061
	-.060

	2
	(Constant)
	-227.960
	43.901
	
	-5.193
	.000
	
	
	

	
	Per Person Average
	16.969
	15.585
	.033
	1.089
	.276
	.040
	.033
	.033

	
	Loyalty Composite
	-226.650
	144.900
	-.048
	-1.564
	.118
	-.051
	-.048
	-.047

	
	Online Indicator
	-35.651
	24.621
	-.048
	-1.448
	.148
	-.028
	-.044
	-.044

	
	Eblast Local Indicator
	-45.063
	34.219
	-.040
	-1.317
	.188
	-.041
	-.040
	-.040

	
	Eblast National Indicator
	127.489
	31.700
	.124
	4.022
	.000
	.133
	.123
	.122

	
	Radio Indicators
	54.557
	59.792
	.030
	.912
	.362
	.018
	.028
	.028

	
	Precipitation
	21.937
	22.037
	.030
	.995
	.320
	.021
	.031
	.030

	
	Unemployment Level
	-47.047
	23.075
	-.062
	-2.039
	.042
	-.078
	-.063
	-.062

	3
	(Constant)
	-230.491
	43.810
	
	-5.261
	.000
	
	
	

	
	Per Person Average
	17.079
	15.584
	.033
	1.096
	.273
	.040
	.034
	.033

	
	Loyalty Composite
	-234.304
	144.645
	-.049
	-1.620
	.106
	-.051
	-.050
	-.049

	
	Online Indicator
	-26.669
	22.565
	-.036
	-1.182
	.238
	-.028
	-.036
	-.036

	
	Eblast Local Indicator
	-43.502
	34.173
	-.039
	-1.273
	.203
	-.041
	-.039
	-.039

	
	Eblast National Indicator
	128.538
	31.676
	.125
	4.058
	.000
	.133
	.124
	.123

	
	Precipitation
	21.827
	22.035
	.030
	.991
	.322
	.021
	.030
	.030

	
	Unemployment Level
	-46.479
	23.064
	-.062
	-2.015
	.044
	-.078
	-.062
	-.061

	4
	(Constant)
	-233.556
	43.700
	
	-5.344
	.000
	
	
	

	
	Per Person Average
	17.241
	15.583
	.034
	1.106
	.269
	.040
	.034
	.034

	
	Loyalty Composite
	-238.210
	144.590
	-.050
	-1.647
	.100
	-.051
	-.051
	-.050

	
	Online Indicator
	-25.078
	22.508
	-.034
	-1.114
	.265
	-.028
	-.034
	-.034

	
	Eblast Local Indicator
	-40.859
	34.069
	-.037
	-1.199
	.231
	-.041
	-.037
	-.036

	
	Eblast National Indicator
	127.886
	31.669
	.124
	4.038
	.000
	.133
	.123
	.122

	
	Unemployment Level
	-45.686
	23.050
	-.061
	-1.982
	.048
	-.078
	-.061
	-.060

	5
	(Constant)
	-224.932
	43.004
	
	-5.230
	.000
	
	
	

	
	Loyalty Composite
	-235.023
	144.577
	-.049
	-1.626
	.104
	-.051
	-.050
	-.049

	
	Online Indicator
	-25.382
	22.509
	-.034
	-1.128
	.260
	-.028
	-.035
	-.034

	
	Eblast Local Indicator
	-38.413
	34.001
	-.034
	-1.130
	.259
	-.041
	-.035
	-.034

	
	Eblast National Indicator
	129.305
	31.647
	.125
	4.086
	.000
	.133
	.125
	.124

	
	Unemployment Level
	-47.260
	23.009
	-.063
	-2.054
	.040
	-.078
	-.063
	-.062

	6
	(Constant)
	-226.427
	42.989
	
	-5.267
	.000
	
	
	

	
	Loyalty Composite
	-237.580
	144.578
	-.050
	-1.643
	.101
	-.051
	-.050
	-.050

	
	Eblast Local Indicator
	-40.011
	33.975
	-.036
	-1.178
	.239
	-.041
	-.036
	-.036

	
	Eblast National Indicator
	126.029
	31.517
	.122
	3.999
	.000
	.133
	.122
	.121

	
	Unemployment Level
	-48.369
	22.991
	-.064
	-2.104
	.036
	-.078
	-.064
	-.064

	7
	(Constant)
	-229.783
	42.903
	
	-5.356
	.000
	
	
	

	
	Loyalty Composite
	-229.554
	144.443
	-.048
	-1.589
	.112
	-.051
	-.049
	-.048

	
	Eblast National Indicator
	127.924
	31.482
	.124
	4.063
	.000
	.133
	.124
	.123

	
	Unemployment Level
	-48.671
	22.994
	-.065
	-2.117
	.035
	-.078
	-.065
	-.064

	8
	(Constant)
	-249.216
	41.153
	
	-6.056
	.000
	
	
	

	
	Eblast National Indicator
	129.618
	31.486
	.126
	4.117
	.000
	.133
	.125
	.125

	
	Unemployment Level
	-47.925
	23.005
	-.064
	-2.083
	.037
	-.078
	-.064
	-.063


Appendix G
DEA input*
*(Barr Pioneer: 10) The data for a DEA problem under evaluation to be specifed in a text file in a specific format.  The file should contain simple (ASCII) text only, as generated with a text editor such as Notepad (i.e., not word-processing programs, such as Microsoft Word).  The file should consist of a series of lines, as follows, starting with line 1:

1. Title (maximum of 30 characters)

2. Number of inputs

3. Number of outputs

4. Number of DMUs

5. Number of side constraints

6. Names of the inputs (one per line)

7. Names of the outputs (one per line)

8. DMU-Name value-input-1 value-input-2 . . . value-output-1 . . . value-output-n (Note: one DMU per line. Values can be separated by space or tab)

9. Side-constraint-name value-input1 value-input2 . . . value-output1 . . . value- output-n (Note: one side constraint per line. Values can be separated by space or tab)
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The above is a simplified example of what DEA calculates for the DMU Durham.  


The different colors represent the different tiers (levels) of efficiency.


The black arrows represent the different orientation options.  The results from the model show that Durham (along with the other restaurants on the red line) is not as efficient as the restaurants on the blue tier.


In an input orientation, the model compares the level of inputs among the restaurants. When about 500 eBlasts are sent, the 12th & Filbert restaurant has a higher guest count.


In an output orientation, the model compares the level of outputs among the restaurants.  When the guest count reaches about 5000, the OldOrchard restaurant reaches this amount with lower eBlasts needing to be sent. 
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