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#### Abstract

Thepresent study analyzes computer performance over thelast century and a half. Three results stand out. First, there has been a phenomenal increase in computer power over thetwentieth century. Performancein constant dollars or in terms of labor units has improved since 1900 by a factor in theorder of 1 trillion to 5 trillion, which represent compound growth rates of over 30 percent per year for a century. Second, there were relatively small improvements in efficiency (perhaps a factor of ten) in the century before World War II. Around World War II, however, there was a substantial acceleration in productivity, and thegrowth in computer power from 1940to 2001 has averaged 55 percent per year. Third, this study develops estimates of the growth in computer power relying on performance rather than on input-based measurestypically used by official statistical agencies. The price declines using performance-based measures are markedly higher than those reported in the official statistics.


What has been the progress in computing, and what are its future prospects? This question takes on new meaning because of questions about the significance of the new economy. The new economy, with its accelerating productivity and new modes of organization, was first worshiped and then written off by stock markets, financial analysts, businesses, and news pundits. Notwithstanding the manic-depressive hyperbole, however, the U.S. economy generated a wide array of impressive changes in information technology centered

[^0]on computing. The present study investigates the recent progress in computing and puts it in historical context.

Whilethere are many worthy estimates of productivity and prices of computers over the last five decades, to date little attention has been paid to linking modern computers to pre-World-War-II technologies or even hand human calculations. The present note uses data from different sources and investigates the progress of computing over the last century and a half, including estimates of the progress relative to manual calculations.

The usual way to examinetechnological progress in computing is either through estimating the rate of total or partial factor productivity or through examining trends in prices. For such measures, it is important to use constantquality prices so that improvements in the capabilities of computers are adequately captured. The earliest studies examined the price declines of mainframe computers and used computers which date from around 1953. Recent work has been undertaken by the U.S. statistical agencies and covers a wide range of computer technologies. Early studies found annual price declines of 15 to 30 percent per year, while more recent estimates in the national income and product accounts find annual price declines of 25 to 45 percent. ${ }^{2}$

While many analysts aretoday examining the impact of the "new economy" and particularly the impact of computers on real output, inflation, and productivity, we might naturally wonder how new the new economy really is. Mainframe computers were crunching numbers long before the new economy hit the radar screen, and mechanical calculators produced rapid improvements in computational abilities even before that. How does the progress of computing in recent years compare with that of earlier epochs of the computer and cal culator age? This is the question addressed in the current study.

## I. A Short History of Computing

Computers are such a pervasive feature of modern life that we can easily forget how much of human history was lived without even the most rudimentary aids to calculation, data storage, printing and copying, rapid communications, or computer graphics. It is roughly accurate to say that most calculations were done

[^1]by hand until the beginning of the $20^{\text {th }}$ century. Before that time, mechanical devices such as the abacus (which originated in China about the $13^{\text {th }}$ century), the Napierian logarithm (from 1614), and a host of ingenious devices designed by Leonardo da Vinci, Blaise Pascal, and Thomas de Colmar were invented but generally did not find widespread use among clerks and accountants. ${ }^{3}$

In the late 1880s, a workable set of mechanical calculators was designed that gradually took over most laborious computational functions for the next half century. Two standard designs were circular Odhner machines, and machines designed as a matrix array of keys produced by Felt Comptometer, A merican Arithmometer, and later Burroughs. We have a 1909 report from Burroughs which compared the speed of trained clerks adding up long columns of numbers by hand and with a Burroughs calculator, as shown in Plate 1. These showed that the calculator had an advantage of about a factor of six:

Ex-President Eliot of Harvard hit the nail squarely on the head when he said, "A man ought not to be employed at a task which a machine can perform."

Put an eight dollar a week clerk at listing and adding figures, and the left hand column [see Plate 1 below] is a fair example of what he would produce in nine minutes if he was earning his money.

The column on the right shows what the same clerk could do in one-sixth the time, or one and a half minutes. ${ }^{4}$

Thenext revolutionary development in computation was the introduction of punched-card technology. We describe this system in detail to give the flavor of the early development of computers. The punched card system developed by Hermann Hollerith (whose company later evolving into IBM) has been thoroughly described in the historical literature and its performance characteristics are clear.

[^2]The Electrical Tabulating System, designed by Hollerith in the late 1880s, saw limited use in hospitals and the War Department, but the first serious deployment was for the 1890 census. Using a specially designed machine known as a pantograph, clerks entered census data onto punch cards, which the tabulator read one at a time. The tabulator's operator pressed a grid of telescoping metal pins down onto each card, and the pins penetrated through punched holes in the card to complete electrical circuits. Certain circuits and combinations of circuits incremented mechanical counters, and the values read off these counters were used to produce the census summary tables. To speed further tabulations, a sorter was attached to the tabulator. When the tabulator read a card, a signal would travel to the sorter, and an appropriate box on the sorter would open. The operator could then place the card in the box, and move on to the next card. Each census card was a 12 by 24 grid, allowing for 288 punch locations. Since the tabulator handled one card at a time, word size was 288 bits. There were inaccuracies in the tabulations because of the now-famous chads, which often were not fully detached and properly read.

Although the tabulator was extremely fast, it was the opposite of the modern electronic computer in that it could perform only one function. It was unable to subtract, multiply, or divide, and its addition was limited to simple incrementation. Its only function was to count the number of individuals in specified categories, but for this sole function it was far speedier than all other available methods. During a government test in 1889, the tabulator processed 10,491 cards in $51 / 2$ hours, averaging 0.53 cards per second. In a sense, the H ollerith tabulator was the computer progenitor of IBM's "Deep Blue" chess-playing program, which is the reigning world champion but couldn't beat a 10-year-old in a game of tic-tat-toe.

Over the next half-century, several approaches were taken to improving the speed and accuracy of computation and are familiar to most people. The major milestones were the development of the principles of computer architecture and software by John von Neumann (1945), the first electronic automatic computer, the ENIAC (1946), the development of the first microprocessor (1971), personal computers (dated variously from the Simon in 1950 to the Apple II in 1977 to the IBM PC in 1981), and the introduction of the world wide web (1989).

Overall, we have identified 107 computing devices in this study for which minimal price and performance characteristics could beidentified (see A ppendix Table2).

## II. M easuring Computer Performance

Background on measuring performance

Measuring computer power has bedeviled anal ysts because computer characteristics are multidimensional and evolve rapidly over time. The earliest calculators were often limited to one instruction (addition), but could sometimes parlay this into other arithmetic functions (multiplication as repeated addition). Modern computers have much more complex instruction sets and perform the instructions much more rapidly and accurately. Our measures of performance track the actual characteristics of computers. Performance measures begin with the speed for simpletasks for early computers (addition and multiplication) and migrate to more complex measures of larger sets of instructions and tasks for later computers (using synthetic benchmark calculations).

We can distinguish two fundamentally different approaches to measuring computer power or prices: (1) measures that derive from the performance and prices of inputs or components of computers and (2) measures that are driven off performance characteristics. In general, economic approaches, including "hedonic" price indexes, have relied upon the first approach, while computer scientists, users, and trade journals tend to emphasize performance. For the most part, this study relies primarily on performance measures, and we examine the relationship of performance and hedonic measures in a later section.

Measures of computer performance are extremely controversial among computer scientists and analysts. Early measures focused on elementary statistics such as the time to perform additions and subtractions or the "clock time" of the central processing unit. As computers undertook more varied tasks, and especially as they began to rely upon high-level languages, these rudimentary measures became less useful indicators of performance. Increasingly, analysts rely upon benchmark tests that measure the time to complete a suite of tasks, such as matrix inversion, word processing, games, and so forth.

There exists no adequate measure of performance that can include the entire array of devices from manual calculations or the Burroughs adding machine to the earliest PC or the latest Pentium microprocessors. I have therefore created a spliced measure of performance called "computing power," which is measured as processing a certain number of standardized operations per second (SOPS). The measure is closely related to thetraditional measure of computing
power, MIPS or millions of instructions per second, but it corrects for some of the major deficiencies of that measure. The precise definition is quite complicated, but to a first approximation a million standardized operations per second (MSOPS) machine is a device which can add 20 million 32-bit integer numbers in one second. (The reason why it is 20 million rather than 1 million will be explained shortly.) I begin by describing some of the metrics and benchmarks used to put the devices on a common footing.

Calculations per second and M IPS
One of the most common measures of computer performance is MIPS, or millions of instructions per second. In simpleterms, IPS measures the number of machine instructions that a computer can execute in one second. MIPS has been used as a benchmark for many years and is therefore useful because estimates of MIPS exist for machines going back for at least a half-century and in some cases for a century.

MIPS measures performance in terms of "instructions per second." To understand the logic of this measure, we begin with some elementary definitions. Computers which usethe von N eumann architecture contain an internal clock that regulates the rate at which instructions are executed and synchronizes all the various computer components. The speed at which the microprocessor executes instructions is its "clock speed." For most personal computers up to now, operations have been performed sequentially at once per clock tick, although with the development of parallel processing, computation may become more rapid as instructions are performed simultaneously. ${ }^{5}$

The other major definition is an instruction. An instruction is an order given to a computer processor by a computer program. At the lowest level, each instruction in a digital computer is a sequence of 0 s and $1 s$ that describes a physical operation the computer is to perform; for example, an instruction might be to add two numbers or to movea "word" from one location to another. Computers with complex instruction sets might have between 200 and 400 machine language instructions, while computers with reduced instruction sets would have only 30 to 50 unique instructions.

[^3]Instructions differ in terms of the size of the "word" that is addressed. The size of a word varies from one computer to another, depending on the CPU. In the earliest computers (such as the Whirlwind I), words were as short as 16 binary digits or 5 decimal digits. M ost serious personal computers today use 32-bit words ( 4 bytes). On large mainframes, a word can be as long as 64 bits ( 8 bytes). The most common instruction in early computers used one word, although the length might be one-half or two words.

Using these definitions, we can then define the number of instructions per second (usually measured as millions of instructions per second, or MIPS) by

MIPS $=$ clock rate $\left(\right.$ cycles per instruction $\left.\times 10^{6}\right)$
Hence, a computer which executes 10 million instructions in 2 seconds has a rating of 5 MIPS.

Given the discussion above, it is easy to see why the simplest version of MIPS is defective in a number of respects. First, it does not specify the size of the word or the nature of the instruction. Long words have more computational value than short words. Someinstructions (such as division) require much more computer power than simple instructions (such as addition). The definition does not consider the mix or the number of instructions. In short, it violates the central rule of index numbers by failing to consider an invariant bundle of characteristics.

To make MSOPS a meaningful measure, it is necessary to specify the exact nature of the operation. For example, the benchmark might be to determine the time to add 1 million randomly generated 32-bit words. Clearly, changing the size or nature of the operation or the size of the word would affect the speed, so standardization in this dimension is essential since different operations require moreor less time than others.

An information-theoretic measure
The only study that I have uncovered that attempts to calculate the longterm performance of computational devices is by Hans M oravec, a computer scientist at Carnegie-M ellon. To compare different machines, M oravec uses an "information-theoretic" approach which relates performance to the production of
information. ${ }^{6}$ This measure also solves some of the most egregious problems with using MIPS as a performance measure. Under the information-theoretic approach, computing power is defined as the amount of information delivered per second by the machine - that is, the quantity of information produced as the machine moves from one internal state to another. Information is defined in the sense of Shannon as the "surprise" about the outcome. Quantitatively, if there is a probability p that the machine will move into one of two binary states, then the information delivered if it does go into that state is $-\log _{2}(p)$ bits of information.

This can then be put on a standardized basis by considering words with a standard length of 32 bits (equivalent to a 9 -digit integer), and instructions which havelength of one word. In other words, the benchmark programs analyzed are assumed to contain about 32 bits of information per operation. Hence, adding two 9 -digit numbers will produce an answer that has about 32 digits of information in the sense used here. It is assumed for M oravec's measure that the only operations considered are addition and multiplication, and that these are weighted seven to one in the operation mix. Finally, we usea scal ing factor of 0.05 to translate the computer power measure into one that aligns with recent MIPS-equival ent measures. Using this definition, the information-theoretic definition of performance is:

$$
\begin{aligned}
& \text { Computer power }=\text { Standardized operations per second } \\
& =\text { SOPS } \\
& \left.=0.05\left\{6+\log _{2}(\text { memory })+\text { word length }\right] /[(7 \times \text { add time }+ \text { mult time }) / 8]\right\}
\end{aligned}
$$

A pplying this formula to a machine that can perform 20 million additions per second, with 32 bit words, a multiplication time five timeslower than the addition time, and 640 bits of memory yields an equivalent of 1 MSOPS. Where does the factor 0.05 come from? It is an arbitrary scaling factor that translates the information-theoretic measure into the pure computational measure.

The attractiveness of this approach is that each of these parameters is available for virtually all computers back to 1940, and for some calculators before that period. The disadvantage is that it omits many of the important operations of modern computers and of course it considers only machine-level operations and

[^4]omits the advantages of modern software, higher-level languages, and operating systems.

## Standardized Benchmark Tests

Measures like MIPS and MSOPS are generally thought inferior to more complex benchmarks of computer performance. MIPS and MSOPS refer only to the central-processing unit (CPU) speed, whereas the speed of real-world applications will depend upon memory, input-output speed, and the instruction mix. M ore recent machines are evaluated using complex sets of performance benchmark tests.

A benchmark is a test that measures the performance of a system or subsystem on a well-defined set of tasks. There is an entire industry devoted to devising benchmarks. This is not surprising given the diversity in types and uses of computers; after all, computers are used for word processing, cryptography, econometric estimation, air-traffic control, computer-assisted design, payrolls, and operating anti-missile systems. For example, you can test the performance characteristics of your personal computer on line using WinTune, which has eight tests: CPU Tests, Advanced CPU Tests, Video Tests, Direct3D Tests, Advanced Direct3D Tests, OpenGL Tests, Memory Tests, Disk Tests. ${ }^{7}$ Supercomputers often use the LINPACK benchmark, which solves a dense set of linear equations.

For purposes of historical comparison, an important benchmark is "Dhrystone MIPS." This benchmark relies on the Dhrystone benchmark, which is a short synthetic benchmark program developed in 1984 and intended to be representative for system (integer) programming. The use of the term "MIPS" is as a synonym for performance because benchmarks actually movewell beyond mere computational speed to measuring speed at performing certain tasks, but these tests also attempt to link benchmarks to earlier measures. Over the last two decades, MIPS ratings have been set by comparing the Dhrystone rating of a machine with the Dhrystone rating of a benchmark machine. The standard is that a Digital Equipment Corporation VAX 11-780 is assumed to be exactly a 1 MIPS system (or a 1 MSOPS system in our terminology). Using the information-theoretic measure yields a computer power of 1.06 for the VAX 11-780 using the formula for MSOPS above, so the definition used here is consistent with the standard one.

[^5]Until the mid-1990s, MIPS and MSOPS ratings for other systems were derived by dividing the Dhrystone rating of the machine in question by the VAX 11-780's Dhrystone rating of between 1657 (version 2.1) and 1758 (version 1.1). N ote that this implies that if the 11-780 did indeed execute an average of one million instructions per second, a MIPS rating derived by the benchmark ratio would be in terms of VAX instructions, not the instruction set of the rated system. Since the VAX is a Complex Instruction Set Computer (CISC), systems that use a Reduced Instruction Set Computer (RISC) need to execute more instructions than the VAX to do the same amount of work. Recent benchmarks of Intel microprocessors generally estimatea ratio of 2 MSOPS per MHZ.

The original Dhrystone test system is in fact obsolete in terms of current machine architecture. The most widely used benchmarks for personal computers today are those designed by SPEC, or the Standard PerformanceEvaluation Corporation. The current version used for personal computers is SPEC CPU2000. ${ }^{8}$ SPEC CPU2000 is made up of two components that focus on different types of compute intensive performance: CINT2000 for measuring and comparing computer-intensive integer performance, and CFP2000 for measuring computerintensive floating point performance. One the whole, the SPEC calibrations are highly correlated with the Dhrystone MIPS calculations, but the relative performance of different benchmarks may vary by as much as 25 percent across different benchmarks.

In the cal ibrations that we use for machines of the last 2 years, we have compared performance using both the SPEC benchmarks as well as the Dhrystone MIPS rating system. The SPEC2000 gives a ratio of 1.77 M SOPS per MHZ for optimized systems, whereas the Dhrystone benchmark given an average of 2.3 MSOPS per MHZ for the three most recently included machines. The calibration between benchmarks and MSOPS is shown in A ppendix Table 1.

Hedonic approaches
A fourth approach to measuring computer performance relies on hedonic price indexes, from which performance data are implicitly calculated as the inverse of the rate of change in prices. The hedonic approach, more accurately called "constant-quality" measures, attempts to measure the change in "quantity"

[^6]of goods by examining the change in characteristics al ong with measures of the importance of the different characteristics.

The approach can be described briefly as follows: A good is comprised of a bundle of characteristics that are relevant producers and consumers. For example, Paul Chwelos investigated the characteristics of computers that were important for users and information scientists in 1999 and found the top six characteristics were (1) performance, (2) compatibility, (3) RAM , (4) network connectivity, (5) industrial standard components, and (6) operating system. ${ }^{9}$

We can think of a good availableat timet as being a bundle of $n$ characteristics, $x_{t}=\left[x_{1 t}, x_{2 t}, \ldots, x_{n t}\right]$, where $x_{i t}$ is the measure of performance characteristic $i$ at timet. Often the bundle is quite complex, but as long as the characteristics do not change over time, measuring price and quantity is straightforward. With computers, however, not only are the performance characteristics rapidly evolving (as seen in the increase in clock speed). An even thornier issue is the fact that the important characteristics change. For example, two of the six performance characteristics discussed in the last paragraph, number 1 (performance) and number 3 (RAM) can be at-least-imperfectly tracked back for at least a half-century. Network connectivity is a brand-new feature, while operating systems have evolved from tangles of wires to Windows-type operating systems with tens of millions of lines of high-level (secret) code that probably is beyond the ken of more than a single individual.

Under the hedonic or constant-quality approach, we estimate the prices of bundles of characteristics by regression analysis and then measure price changes as the change in the value of the bundle by measuring the prices times the changes in quantities.

In considering hedonic approaches, we can separate estimation approaches into two different ones - estimation relying upon the prices of inputs and using prices of outputs. To use the computer example, we might either focus on the

[^7]hedonic price of a bundle of input or component characteristics (such as speed of a processor, size of RAM, size and weight of a machine, etc.). Alternatively, we might focus on the outputs - measures of how well the computer actually solves some of the problems for which users need it (such as solving a linearprogramming problem, scheduling aircraft, or searching for a document).

One of the persistent difficulties with hedonic price estimates in general, and those for computers in particular, is that they havetended to focus on input or component characteristics rather than on performance variables. ${ }^{10} \mathrm{~A}$ s an extreme example of how misleading this can be, we can compare the prices of a CD containing recordings of M ozart string quartets with an index of the price of musicians and string instruments. We would not be surprised if the indexes diverged greatly. In an actual example from an earlier study, I examined the case of lighting by estimating prices constructed from linked input prices (candles, kerosene, electricity, etc.) and those as the price of the output (lumen-hours). From this, I concluded that there was a major discrepancy between the input-based approach and the output- or performance-based approach. ${ }^{11}$

Similar questions arise in the case of computers. Generally, hedonic studies rely on measures of the prices of components, brand names, as well as some component performance indexes. Somestudies combine rudimentary performance measures, such as MIPS, with component characteristics and other dummy

[^8]variables. There are virtually no estimates of computer prices that rely upon the actual performance of computers in benchmark tests. ${ }^{12}$

In principle, if the rigorous assumptions of hedonic theory apply, the input and output approaches will give the same answer. In practice, there are many reasons for divergence, and we have no empirical evidence that input-based approaches are reliable proxies for performance-based measures. In the hedonic model, the marginal (or shadow or imputed) price of an attribute must equal both the marginal valuation to consumers and the marginal cost to producers. In principle, the marginal price should be declining smoothly and rapidly for characteristics which display rapid technological change.

One symptom of the inapplicability of input-based hedonic approaches is coefficient instability. This can be illustrated in the careful study by Berndt, Griliches, and Rappaport. ${ }^{13}$ Their year-by-year regressions show that the coefficients on random access memory, size of hard disk, weight, and size have inconsistent (changing) signs, while the coefficient on speed changes by a factor of morethan 10 from year to year (see their Table4). The problems can al so be seen in the resulting price indexes for desktop computers, where estimates of the average annual rate of change of the quality-adjusted price indexes range from 9.7 to - 36.6 percent per year for the 1989-92 period depending upon the specification. A second problem which seems to characterize the personal computer market is that imperfect competition may lead vendors to overprice high-performance models relative to older models, which leads to a downward bias of matched-model price indexes relative to performance-based price indexes. ${ }^{14}$

N otwithstanding this critique, is important to emphasize that the inputbased hedonic approach is vastly preferable to the naive "price the box" approach

[^9]${ }^{13}$ See Ernst R. Berndt, Zvi Griliches, and N eal J. Rappaport,"Econometric estimates of price indexes for personal computers in the 1990s," Journal of Econometrics, vol. 68, 1995, pp. 243-268.
${ }^{14}$ See Michael Holdway, "Quality-A djusting Computer Prices in the Producer Price Index: An Overview," available at http:/ / stats.bls.gov/ ppicomqa.htm , undated but apparently from 1999.
that prevailed in the national income accounts until December 1985 for computers and continues to prevail for virtually the entire array of other goods and services. We may be unsure whether desktop computers were declining at -9.7 or -36.6 percent per year, but we can be confident that they were not rising or constant, as was assumed in the pre-hedonic days.

But while hedonic input-based approaches are an advance over earlier approaches, they may be misleading and therefore inferior to performance-based benchmarks to the extent that the characteristics are incompletely included or if the estimated shadow prices of the characteristics are imperfectly estimated. Incorrect imputed prices are particularly likely when there are strong nonlinearities in the relationship between performance and components. For example, there is a strong nonlinearity between performance and the combination of clock speed, input-output speed, and the size of random-access memory. Because most input-based hedonic models treat different attributes in a linear fashion, they may have trouble capturing the performance of different models.

## III. D ata

The approach used in this study was inspired by a study of artificial intelligence and robotics by Hans M oravec. ${ }^{15}$ That source contains data on add time, multiplication time, device cost, MIPS equivalent, memory, and word length. A further source is from Dr. Ray Kurzweil from his study of artificial intelligence. ${ }^{16}$

Data for early computers (from 1945 to 1961) were largely drawn from technical manuals of the Army Research Laboratory, which contain an exhaustive and careful study of the performance characteristics of systems from ENIAC through IBM -702. ${ }^{17}$ Data on the most recent computers were gathered by the

[^10]author using the benchmark procedures discussed in the last section. M ost of the data for the period since World War II have generally been verified from published sources and technical reports. The wage rate data were prepared by the author and arefrom standard sources, particularly the U.S. Bureau of Labor Statistics.

The data for the earliest cal culators and computers (for the period 1857 through 1945) were not explained in the original sources, and inquiries to the authors produced no useful responses on the methodologies by which the performance characteristics of the earliest computers were derived. With the help of Eric Weese of Yale University, performance data on 10 of the 18 earliest systems was obtained. ${ }^{18}$ The data on manual calculations were taken from a Burroughs monograph and were verified by hand calculations that suggest that the estimates are tolerably close. (For reference purposes, if with 99 percent accuracy you can add two five-digit number in 10 seconds and multiply two five-digit numbers in two minutes, you have the computational capability of the "manual" computer in our calculations.)

To date, we have not found reliable data on eight of the other early machines. ${ }^{19}$ Given the difficulties of collecting data on the earliest machines, al ong with the problems of making the measures compatible, ${ }^{20}$ we regard the estimates for the 1890-1945 period as subject to large errors. There are major discrepancies between different estimates of the performance of early machines, with estimates

Department of the Army Project No. 5b0306002, Ordnance Research A nd. Development Project No. Tb3-0007, A berdeen Proving Ground, Maryland available at http:/ / ed-thelen.org/ comp-hist/ BRL.html . This was updated in M artin H. Weik, A Third Survey of D omestic Electronic Digital Computing Systems, Report N o. 1115, March 1961, Ballistic Research Laboratories, A berdeen Proving Ground, Maryland, available at http:/ / ed-thelen.org/ comp-hist/ BRL61.html \#table-of-contents .
${ }^{18}$ M anual calculations, Scheutz Difference Engine, H ollerith Tabulator, Steiger Millionaire, Automatic Tabulator, Burroughs Model 9, Adding Tabulator, Zuse-3, Harvard Mark I, and A tanasoff Berry Computer (ABC).
${ }^{19}$ Original Odhner, M onroe Calculator, IBM Tabulator, IBM 601, Zuse-1, Zuse-2, BTL M odel 1, and Bell Calculator Model 1.
${ }^{20}$ For the earliest machines, the definition of memory is particularly tricky because some machines (such as the H ollerith tabulators) had only running totals and no memory. Similarly, some machines had no capabilities to multiply.
varying by as much as a factor of three. Where sources differ, the average of the different sources is used.

The data underlying the figures and tables are shown in Appendix Table 2. The construction of the performance series denoted MSOPS was described above. The only other non-trivial calculation is the cost per operation. These calculations include primarily the cost of capital. We have also included estimates of operating costs as these appear to have been a substantial fraction of costs for many of the computers and calculators beforethe era of personal computing. For the capital cost, we estimate a user cost of capital with a constant real interest rate of 10 percent per year, an exponential depreciation rate of 30 percent per year, and a utilization factor of 2000 hours per year. These assumptions are likely to be oversimplified for sometechnologies, but given the pace of improvement in performance, even errors of 10 or 20 percent for particular technologies will have little effect on the overall results. To paraphrase Bob Gordon's remark, in this area economics is a onedigit science.

## IV. Results

## O verall trends

I now discuss the major results of the study. It will be useful to start with the overall picture in Figure 1, which shows trend in the cost of computing over the last century and a half. Begin by examining the vertical axis, which measures the price of a MSOPS of computing power in 1998 prices, running on a scale from $\$ 10^{18}$ per MSOPS to $\$ 10^{10}$ per MSOPS, that is by 18 orders of magnitude. Recall that the performance measure here, MSOPS, is the information-theoretic definition for the earliest devices, simplified measures such as MIPS for the period from 1945 through about 1978, and more general performance benchmarks since 1978.

The basic picture is simple and striking. There was relatively little progress in computing from the mid 1800s until around 1940. Since 1940, the progress has been virtually continuous and extraordinarily rapid.

Figure 2 shows the cost of computing for different fundamental technologies. There was virtually no progress during the mechanical age. Once the switch was made to electronic computing and modern computer architecture, the progress was virtually unbroken even as the transitions were made from one
major technology to another. The decline in the cost of computation from the earliest period until today ranged from around $\$ 10,000\left(\$ 10^{15}\right)$ per MSOPS in the late $19^{\text {th }}$ century to around $\$ 0.0000001$ ( $\$ 10^{\cdot 7}$ ) per MSOPS today, for an improvement of approximately a trillion, or $10^{12}$.

A further interesting and analytically useful approach is shown in Figure 3. This calculation measures the cost of computer power relative to the cost of labor (the units are therefore MSOPS per hour of work). ${ }^{21}$ Relative to the price of labor, computation has become cheaper by a factor of $5 \times 10^{-12}$, or by a factor of approximately 5 trillion. A century ago, the cost for 20 standardized operations at 1998 wages using manual calculation was around $\$ 1$. That had fallen to $\$ 10^{-13}$ for computers available in early 2001.

Figure 4 shows the results in terms of pure performance, that is the equivalent speed of different machines. Before World War II, computation speeds were in the order of between 0.01 and 1 standardized operation per second (i.e., between $10^{6}$ and $10^{-8}$ of a MSOPS). Manual calculations were clocked to have a speed of $0.08 \times 10^{-6} \mathrm{MSOPS}$. The increase in computational power relativeto manual calculations or the mechanical calculators of around 1900 has been phenomenal. The increase in computer power has been 180,000,000,000 relative to manual calculations and 21,000,000,000 rel ative to the average mechanical calculator of the 1900 era.

## Trends for different periods

We next examine the progress of computing for different subperiods. On the whole, the picture is clear that progress was slim before 1940 and rapid afterwards. Given the heterogeneous nature of the different machines examined here, however, it is difficult to create a constant-qual ity price index that accurately tracks performance and price over short periods of time. We have therefore taken two slightly different approaches to examining subperiod performance- examining representative computers and regression analysis.

[^11]Tables 1 and 2 show the data on representative computers for nine different periods (including manual calculations as the first "period"). Looking at Table 2, this approach shows modest growth in performance from manual computation to 1940. The increase in productivity shown in the last two columns of Table 2 was probably close to the average for the economy as a whole during this period.

Then, beginning in 1940, the explosion in computer power, performance, and productivity growth began. Over the last six decades, the most impressive declines in computation costs were in the 1940s and over the last two decades. ${ }^{22}$ Major gains came in the period from 1940 to 1950 as the first serious computers were built (the Harvard Mark I and II, the ENIAC, the EDSAC, and finally the UNIVAC). Over the last two decades, performance was extremely rapid with the introduction of high-level languages and the development and continuous improvement of microprocessors.

A more robust estimate of the decadal improvements is constructed using a log-linear spline analysis. Table 3 shows a regression of the logarithm of the constant-dollar price of computer power with decadal trend variables, whileTable 4 and Figure 5 show the annual rates of improvement (measured as the inverse of the rate of declines in prices) in both constant and current prices. ${ }^{23}$ Figure 6 shows the actual and predicted values from the regression analysis.

M ost histories of the computer suggest that there was a major break in the trend around World War II with the development of the basics of modern computer architecture, including the von Neumann design for stored programs

[^12]along with the use of relays and vacuum tubes. A close look at the data indicates that there was indeed a tectonic shift in the 1940-50 period. Using the specification in Table 4, we see that the rate of improvement was essentially zero before 1940, 76 percent per year for 1940-50, 53 percent for 1950-60, 21 percent for 1960-70, 37 percent for 1970-80, 88 percent for 1980-90, and 84 percent for 1990-2001. These estimates show the magnitude of the acceleration in the performance data. The regression confirms the two peaks in price decline, one in the 1940s and a second one in the 1980-2001 period. (N ote that the estimates in Tables 1 and 2 are slightly different because they use representative computers clustered around the benchmark years, while those in Table 3 and 4 and Figure 5 use the entire sample.)

The rapid improvement in computation power is often linked with "Moore's Law." This derives from Gordon M oore, co-founder of Intel, who observed in 1965 that the number of transistors per square inch on integrated circuits had doubled every year since the integrated circuit was invented. Moore predicted that this trend would continue for the foreseeable future. When he revisited this question a decade later, he thought that the growth ratehad slowed somewhat and forecast that doubling every 18 months was a likely rate for the future. Computational power actually grows more rapidly than M oore's Law would predict, however, for computer performance is not as chip density. From 1982 to 2001, the rate of performance as measured by computer power grew 12 percent per year faster than the size of the chip. N ote additionally that computer power grew at a phenomenal rate long before the widespread introduction of the integrated circuit.

One important question is whether there has been an acceleration in the pace of improvement or in the fall in prices in the last few years. The pictures and regression analysis shown and summarized in Tables 3 and 4 suggest a definite acceleration after 1980, from an average of around 30 percent per year from 1960 to 1980 to an improvement of around 85 percent per year from 1980 to 2001. There is no obvious increase above that already blistering rate of improvement apparent from the most recent data, although it must be remembered that at the most recent rate of improvement computational power is increasing by a factor of 500 each decade.

A nother interesting feature is the capital cost of the computer devices, shown in Figure 7. Capital costs per device shot up sharply in the 1940s as the first behemoth computers were built. However, particularly since the personal computers were introduced, the capital cost of the devices has declined sharply.

Similarly, Figure 8 shows the progress in cycle speed over the last six decades, indicating that the progress has been quite steady.

One of the concerns with the approach taken in this study is that our measures might be poor indexes of performance. We have compared MSOPS with two other measures -- addition time in Figure 9 and clock speed in Figure 10. Both simple proxies show a very high correlation with our synthetic measure of MSOPS over the entire period.

In this regard, it is natural to ask whether the changing character of computers is likely to bias the estimates of the price of computer power. The earliest calculators had very low capability relative to modern computers, being limited to addition and multiplication. M odern computers perform a vast array of activities that were unimaginable a century ago. One way of thinking about the long-term bias is to determine whether the constructed price index would differ depending upon whether the output mix were early or late. (This is equivalent to using Laspeyres and Paasche price indexes to determine index-number bias.) If we take an early output mix - addition only - then there is virtually no change in the price index over the period from manual computations to 1990 (seeFigure 9). On the other hand, today's output bundle was infeasible a century ago, so a price index using today's bundle of output would have fallen even faster than the index reported here. Using the Laspeyres-Paasche bounds test, therefore, indicates that the bias is likely to be upward rather than downward, indicating that, if anything, the price of computation has fallen even faster than the figures reported here.

A final interesting point is that the variance of prices across different devices has dedined markedly over the last century. Performance differed greatly among devices a century ago, while there is little difference in the performance per unit cost among the different devices in the last decade.

A useful summary of the overall improvement in computing relative to manual calculations is shown in the following table:

## Change from Manual to 2001

Cost of device (1998 prices) ${ }^{24}$
Computer speed (MSOPS)
Price per calculation (M SOPS per 1998\$)
Labor cost of computation(MSOPS per hour)

Improvement (ratio)
0.07

180,000,000,000.
1,300,000,000,000.
5,100,000,000,000.

In short, relative to hand calculations like those performed by the young J.D. Rockefeller, the cost of the devices has dedined sharply. The number of calculations per second increased by a factor of 180 billion. Compared to a skilled clerk of around the turn of the century, the cost of calculations has fallen by a factor of $1,300,000,000,000$ relative to other consumer prices and by a factor of $5,100,000,000,000$ relative to the cost of labor.

## V. Comparison with Hedonic Indexes of Computer Prices

How do the performance-based indexes used here compare with conventional price indexes for computers? This question is particularly interesting because computers are one of thefew products for which theU.S. government constructs constant-quality price indexes. To compare the prices developed here with the official price of computers, we use the price of computations shown in Appendix Table 2.

The summary table of different price indexes for recent periods is provided in Table5. For the official price we use the deflator for computers (more precisely, computers and peripheral equipment) prepared by the Bureau of Economic Analysis (BEA) for the National Income and Product A ccounts (NIPA). ${ }^{25}$ The BEA

[^13]data are generally derived from price estimates prepared by the Bureau of Labor Statistics (BLS). ${ }^{26}$

Figure 11 shows a comparison of our performance-based price with the NIPA price (both in nominal prices) over the period 1970 to 2001. ${ }^{27}$ They are indexed to equal 1 in 1970. The two series diverge significantly. Over the 19702001 period, our performance-based price declined by 40 percent per year while the NIPA price declined by 12 percent per year. Thus, the performance-based price has fallen more than threetimes as rapidly as the official price. (All figures are geometric averages.)

For the shorter period from 1987 to 1998, we have detailed priceindexes from several sources. For this period, according to the BEA, the nominal price of electronic computers (SIC 3571) fell by 15 percent per year. The BLS producer price index (PPI) looks not dissimilar: its PPI for electronic computers and computer equipment fell by 13 percent over the period from December 1990 to December 2000. By contrast, according to our estimates the nominal cost per operation fell by 41 percent per year. ${ }^{28}$ Clearly, the official indexes look substantially different from the performance-based measures developed here.

How might we reconcile the significant discrepancy between the performance-based price series and official price indexes? To begin with, note that these two series shown in Figure 11 are not exactly comparable because the

[^14]computer price is the deflator of computers and peripheral equipment whereas the performance-based measure is for computers only. In addition to computers, the NIPA series contains items like storage devices, terminals, and printers, whose prices have declined less rapidly than computers. Over the period 1987-98, the price index for the broader category fell about 3 percent per year more slowly that the index for electronic computers. The estimated PPI for computers just discussed al so shows a relatively small decline over the last decade. So while some of the difference in prices is composition, there still remains a major gap.

Second, recent research raises questions about whether the BEA price index for computers is representative of hedonic pricing for computers as a whole. A survey by Berndt and Rappaport indicates that the mean decline of alternative indexes for personal computers has declined by 36 percent per year over their sample period, which is significantly faster than the BEA index. ${ }^{29}$

Finally, and most important, is that the government price indexes for computers are hedonic indexes of the price of the components of computers, or inputs into computation, while the measures presented here are indexes of the performance of computers. The hedonic measures will only be accurate to the extent that the prices of components accurately reflect the marginal contribution of different components to users' valuation of computer power. It is worth noting that current government hedonic indexes of computers contain no performance measure. ${ }^{30}$

A recent study by Paul Chwelos has found results very similar to those reported here. Chwelos investigated the use of performance-based measures in estimating prices of desktop and laptop computers. Based on his results, he concludes, "Using the results from the interactions approaches, it appears that in the 1990s, Iaptop PCs have declined in quality-adjusted terms at about 39\% per

[^15]year, while desktop PCs have declined at approximately 35\% per year." ${ }^{31} \mathrm{H}$ is results show somewhat smaller declines that the findings in this study: Over the same period (1990-98), our estimates are that the nominal price of computations declined at 44 percent per year.

It is important to recognize that the convention of describing computer performance in terms of the rate of decline in the nominal price of computers is highly misleading. The estimated 44 percent per year dedine in nominal computation prices shown in Table 5 corresponds to a real increase in performance of 83 percent per year. A decline of 32 percent per year in the nominal computing price along with a 6 percent inflation rate generates a real growth in computing power of 59 percent per year. Most of the apparent discrepancy between the present study and other studies is that we look at productivity improvement whileothers look at price declines; I al so suspect that some studies define growth rates using logarithmic declines.

The results from both the present study and the Chwel os study reinforce the questions raised about the accuracy of the input-based hedonic approach. (It is worth reiterating that for the later part of the period, in the 1990s, our performance-based price is based on sophisticated benchmark performance measures, such as the Dhrystone MIPS or SPEC2000 indexes described above. ${ }^{32}$ ) Using benchmarks would bethe preferred way of estimating true prices if appropriate benchmarks are available. There appears to be a major discrepancy between the results of performance-based estimates of computer prices and those used in government statistics. The large discrepancy between the official hedonic prices and the performance-based measures is quite disturbing because it raises the possibility that the hedonic measures may be far wide of the mark as a measure of the performance of computers today.

[^16]
## VII. Supercomputers and Quasicomputers

While this study has emphasized conventional computers, it will beuseful to devote a moment's attentions to the dinosaurs and microbes of the computer kingdom.

Supercomputing
Scientists and policy makers naturally tend to emphasize supercomputing as the "frontier" aspect of computation or the "grand challenges of computation." These are the romantic moon shots of the computer age which excite deans and senators. When proponents of supercomputers point to the grand challenges, what are the examples? Generally, supercomputers are necessary for the simulation or solution of extremely large non-linear dynamic systems. A mong the important applications discussed by scientists are applied fluid dynamics, meso- to macro-scale environmental modeling, ecosystem simulations, biomedical imaging and biomechanics, molecular biology, molecular design and process optimization, cognition, and fundamental computational sciences. ${ }^{33}$ To pick the second of these areas, environmental modeling, there are enormous demands for improvements in modeling of climate systems and interactions between oceans, the atmosphere, and the cryosphere; our understanding of many issues about the pace and impact of climate change will depend upon improving the models and the computers to solvethemodels.

The progress in supercomputing has to some extent paralleled that in smaller computers. As of summer 2001, for example, the largest supercomputers operated at a maximum speed of 7226 gigaflops (billions of floating point operations per second or Gflops). At a benchmark of 2.5 SOPS per Flop, this machine is therefore approximately a $18,000,000 \mathrm{MSOPS}$ machine, and therefore about 10,000 times faster than our fastest personal computer. The performance improvement for supercomputers has been tracked by an on-line consortium called "TOP500." It shows that the top machine's performance grew from 59.7 Gflops in June 1993 to 7226 Gflops in June 2001. ${ }^{34}$ Over this period, the peak performance grew at an annual rate of 82 percent per year - which is very close to

[^17]the performance of the personal computers that form the core of our database for the 1990s.

The price of supercomputing is generally unfavorable relative to personal computers. IBM's stock model supercomputer, called "Blue H orizon," is clocked at 1700 Gflops and had a list price of $\$ 50$ million, for about $\$ 30,000$ per Gflops, which makes it approximately 10 times as expensive on a pure performance basis as IBM's personal computers. It is reported that as of 2000, do-it-yourself supercomputers were available for between $\$ 1000$ and $\$ 10,000$ per Gflops, the lower end of which is approximately the same as personal computers. In any case, we have excluded supercomputers from our recent calculations even though they are, along with Deep Blue, in a sense the modern analogs of the single" "minded" Hollerith Tabulator or Burroughs adding machines.

## Embedded microprocessors and microcontrollers

At the other end of the computational spectrum are the microbes of computational life-- embedded microprocessors and microcontrollers, which are computers with less than full capabilities and which are embedded in other equipment. These have been called the "digital brains that are pivotal to a wide variety of embedded electronic systems for dedicated applications such as laser printers, cellular phones, Internet appliances, routers, automotiveengine controllers, set-top boxes, and more." ${ }^{35}$

These lesser electronics are not the romantic darlings of the press, just as A nts IV will never outsell Jurassic Part IV. Although you won't find microcontroller chips on the Discovery Channel or in Scientific A merican, they are ubiquitous in everyday life, found in appliances (microwave oven, refrigerators, television and VCRs, stereos), computers and computer equipment (laser printers, modems, disk drives), automobiles (engine control, diagnostics, climate control), environmental control (greenhouse, factory, home), instrumentation, aerospace, and thousands of other uses. ${ }^{36}$

[^18][^19]Microcontrollers are basically slimmed-down microprocessors or very-lowend computers, and they are becoming increasingly powerful over time. These devices vary widely in performance depending upon whether they are used for controlling thermostats or routing Internet mail. For example, the Dallas Semiconductor DS89C420 UItra High-Speed Microcontroller has peak processing speeds of 50 MIPS at a maximum clock speed of an 8 -bit 50 M HZ device with 16 KB of flash memory and is priced at $\$ 10$ apiece in large lots. On a performance basis, 50 MIPS (or MSOPS) PCs were reaching the market in 1992 and 1993, so the microcontrollers are slightly less than a decade behind the frontier microprocessors. The price per MSOPS for a microcontroller today is about 40 percent of that for a high-end PC. There are no studies on the price and performance history of these computer microbes.

According to various sources, there were 4.3 billion microcontrollers shipped in 2000 for with a value of $\$ 16$ billion, or an average value of around $\$ 4$ per device. The prices in 2001 ranged from $\$ 1.80$ for a low-end 4 -bit chip to $\$ 7.50$ for a high-end 16 -bit device. A s computing technology becomes increasingly powerful and inexpensive, embedded microcontrollers are likely to grow in power and sophistication. I speculate in the next section on the shape of economic life when microcontrollers become as powerful as today's supercomputers.

## VII. Conclusions

The progress of computing
The purpose of this study is twofold. The key purpose is to extend estimates of the price of computers and computation back in time to the earliest computers and calculators as well as to manual calculations. Along the way, we have developed performance-based measures of price and output that can be compared with input- or component-based measures.

Before reviewing the major conclusions, we must note some of the major reservations about the results. While we have provided performance-based measures of different devices, we note that the measures are generally extremely limited in their purview. They capture primarily computational capacity and generally omit other important aspects of modern computers such as connectivity, reliability, size and portability, as well as compatibility across different hardware
and operating systems. In one sense, we are comparing the transportation skills of the computer anal ogs of mice and men without taking into account many of the "higher" functions that modern computers perform relative to mice like the IBM 1620 or nineteenth-century ants like the H ollerith tabulator.

In addition, weemphasize that some of the data used in the analysis, particularly those for the pre-World-War II period, are extremely crude. Additionally, the measures of performance or computer power used for early computers (either the information-based measure or millions of instructions per second) have been superceded by more sophisticated benchmarks; while conventional equivalence scales exist and are used when possible in this study, the calibrations are not above reproach. Subject to these reservations, the following conclusions seem warranted.

First, there has been a phenomenal increase in computer power over the twentieth century. Performance in constant dollars has improved since 1900 by a factor in the order of $10^{12}$ (that is, 1 trillion) which represents a compound growth rates of 32 percent per year for a century. In fact, most of the increase has taken place since 1940, during which the average rate of improvement has been at an annual average rate of 55 percent. These increases in productivity are far larger than anything else in the historical record. ${ }^{37}$ M oreover, the increase began long before dot.coms appeared, and well before the "new economy" became fashionable of later fell from grace.

Second, the data show convincingly a sharp break in trend around 1940-at the era where the technological transition occurred from mechanical cal culators to what is recognizably the ancestor of modern computers. There was only modest progress - perhaps a factor of 10 - in general computational capabilities from the skilled clerk to the mechanical calculators of the 1920s and 1930s. A round the beginning of World War II, all the major components of the first part of the computer revolution were developed, including the concept of stored programs, the use of relays, vacuum tubes, and eventually the transistor, along with a host of other components. Dating from about 1940, computational speed increased and

[^20]costs decreased rapidly over the course of the $20^{\text {th }}$ century. The pace of improvement shows no sign of slackening, and indeed the price and performance improvement has been higher over the last two decades than in the prior four decades. This increase in productivity has recently been independently identified in the movement from a three-year to a two-year product cyclefor microprocessor devices.

Third, these estimates of the growth in computer power, or the decline in calculation costs, are higher than standard hedonic price measures for computers that are used in the official government statistics. The reasons for the divergence are not clear, but one reason is likely to be that the measures developed here are indexes of performance, while hedonic approaches used by governments today are based on the prices of components or inputs. To the extent that the price structure of components does not reflect the marginal contribution of different components to computer performance, the hedonic price estimates may provide misleading estimates of the "true" price of computers.

Fourth, the phenomenal increase of computer power and decline in the cost of computation over the last four decades havetaken place through improvements of a given underlying technology: stored programs using the von Neumann architecture of 1946 and hardware using increasingly efficient Intel microprocessors beginning in with the 4004 in 1971. Whilethis is only one example (al beit a most singular one) of productivity improvement, the fact that it took place in a relatively stable industry, in the world most stable country, relying on a largely unchanged core technology, is provocative for students of industrial organization to consider.

## When Things Begin to Think

These results raise a further set of questions to which the answers are much more speculative but also much more important. When if ever will the astounding increase in the productivity growth, and in the growth of productivity growth, of computers end? When if ever will the rate of decline in the decline rate of the cost of computerized operations saturate? If the astounding rate of productivity growth continues, when will computers evolve into machines with essentially human levels of intelligence?

These are crucial questions for economics and for human civilizations. To take the last question, computer scientists estimate that human computational
and storage capabilities are approximately one million times larger than today's top personal computers. ${ }^{38}$ That is, we humans are "petaflop" machines, or machines with computational capacities equal to one quadrillion ( $10^{15}$ ) floating point operations per second, or approximately one billion MSOPS. ${ }^{39}$ At the present rate of improvement in computational ability of about 80 percent per year, supercomputers will attain the storage and computational capacities of humans within 6 years. Indeed, the first "petaflop machine" is being constructed by IBM with a target date of 2003.40

While many computer scientists emphasize the importance of gigantically powerful machines solving the "grand challenges of computing," the real importance of increasingly powerful computers for human societies is probably the availability of devices that are fast, cheap, smart, small, and powerful. A major revolution will come when cheap "petamicrocomputers" become available-these being tiny machines with memory, storage, and computing capacities that are roughly a million times greater than today's personal computers and cost $\$ 1$ or less. Such devices will be intelligent, essentially free, essentially weightless, and small enough to fit unnoticeably into your shoe or under your skin. A micropetacomputer with human computing capabilities will be on the scene before 2025 if computing capabilities continue to grow at the current rate of 80 percent per year. At current trends, the cost of such a machine will be around $\$ 2000$ by 2025 and $\$ 1$ by 2035.

How will life and the economy operate with humanlike computers costing $\$ 1$ or less embedded in microprocessors, robots, shoes, and humans? There are likely to be billions and billions of such devices - recall that the U.S. produced more than 4 billion non-computer or "embedded" microprocessors produced last

[^21]year. These devices will be everywhere- cooking, working, thinking, scheming, bargaining, learning, talking back, negotiating, as well as designing and producing other computers, devices, and robots. Cheap intelligent devices are likely to be able to monitor our health and driving and children, manage our portfolios, bargain with other computers, populate space, comfort us when we are low, search for aliens, and eventually propagate themselves and write software for yet other intelligent devices. While computer scientists and science fiction writers have begun to speculate on the nature of life and work in such a world, these speculations have yet to penetrate mainstream commentary and economic analysis. Will these be a fourth factor of production in our textbooks? What will be the rules concerning planting intelligent devices near or in people? What will such devices do to the military balance of power? What will be the ethics of creating or destroying apparently conscious computer-entities? Who will be managing whom?

If nonhuman capital with human capabilities costing virtually nothing is indeed a serious possibility in the next half century, then the organization of economic and social activity in such a world should be high on the research agenda today.

| Technology | Period | MSOPS | Cycle Speed (Khz) | Bytes of rapid access memory (millions) | $\begin{aligned} & \text { Capital } \\ & \text { cost (1998 } \\ & \text { dollars, } \\ & \text { 000s) } \end{aligned}$ | Total cost per MSOPS (1998 \$) | Labor cost of computation (hours per SO) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Manual | 19th century | $1.68 \mathrm{E}-08$ | na | $1.50 \mathrm{E}-05$ | $1.81 \mathrm{E}-03$ | $5.68 \mathrm{E}+04$ | $1.65 \mathrm{E}-02$ |
| Early Mechanical | 1900 | $1.48 \mathrm{E}-07$ | na | $4.39 \mathrm{E}-05$ | $2.47 \mathrm{E}+01$ | $2.77 \mathrm{E}+04$ | 1.05E-02 |
| Late Mechanical | 1940 | 1.92E-06 | $1.02 \mathrm{E}-02$ | $5.11 \mathrm{E}-05$ | $3.98 \mathrm{E}+02$ | $2.09 \mathrm{E}+04$ | $2.82 \mathrm{E}-03$ |
| Relay/Vacuum | 1950 | $3.80 \mathrm{E}-03$ | $1.36 \mathrm{E}+00$ | $3.16 \mathrm{E}-04$ | $2.68 \mathrm{E}+03$ | $5.78 \mathrm{E}+01$ | 6.43E-06 |
| Transistor | 1960 | $1.06 \mathrm{E}-01$ | $2.00 \mathrm{E}+03$ | $5.20 \mathrm{E}-02$ | $3.72 \mathrm{E}+03$ | $2.61 \mathrm{E}+00$ | 2.22E-07 |
| Transistor | 1970 | $4.65 \mathrm{E}-01$ | $3.51 \mathrm{E}+02$ | $1.32 \mathrm{E}+00$ | $6.75 \mathrm{E}+02$ | $4.06 \mathrm{E}-01$ | 2.98E-08 |
| Farlv Micronroce | 1980 | $4.65 \mathrm{E}-01$ | $5.48 \mathrm{E}+03$ | $3.11 \mathrm{E}-01$ | $1.86 \mathrm{E}+01$ | $5.03 \mathrm{E}-03$ | $3.76 \mathrm{E}-10$ |
| Microprocessor | 1990 | $1.25 \mathrm{E}+01$ | $2.50 \mathrm{E}+04$ | $3.70 \mathrm{E}+00$ | 5.69E+00 | $3.65 \mathrm{E}-05$ | 2.92E-12 |
| Microprocessor | 2001 | $3.10 \mathrm{E}+03$ | $1.34 \mathrm{E}+06$ | $1.28 \mathrm{E}+02$ | $1.73 \mathrm{E}+00$ | $4.30 \mathrm{E}-08$ | $3.22 \mathrm{E}-15$ |

Table 1. Basic Performance Characteristics by Epochs of Computing
Source: Each year takes the average of representative computer systems around that date. The data for individual computers are given in A ppendix Table 2. Estimates use geometric means of the values for different technologies.

| Period | Technological transition | MSOPS | Cycle <br> Speed <br> (Khz) | Bytes of rapid access memory (millions) | Capital cost (1998 dollars, 000s) | Improvement in computing power (inverse of price decline) | Labor cost of computation (hours per SO) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Manual to 1900 | Manual to mechanis | 5.2\% | na | 2.6\% | 25.1\% | 1.7\% | -1.1\% |
| 1900-1940 | Improved mechanical | 5.4\% | na | 0.3\% | 5.9\% | 0.6\% | -2.7\% |
| 1940-1950 | Introduction of vacuum tubes, relavs. software | 141.1\% | 76.4\% | 23.5\% | 24.7\% | 98.0\% | -50.6\% |
| 1950-1960 | Introduce transistor | 34.1\% | 90.5\% | 57.0\% | 2.9\% | 31.5\% | -25.7\% |
| 1960-1970 | Mainframes | 18.2\% | -17.9\% | 44.2\% | -17.5\% | 23.4\% | -20.3\% |
| 1970-1980 | First PCs | 0.0\% | 29.4\% | -12.7\% | -28.6\% | 51.0\% | -33.6\% |
| 1980-1990 | Diffusion of PCs | 42.4\% | 17.7\% | 30.4\% | -11.9\% | 69.6\% | -40.6\% |
| 1990-2001 | Modern era | 64.2\% | 43.1\% | 37.6\% | -10.2\% | 83.5\% | -45.8\% |

## Table 2. G rowth Rates of D ifferent Performance C haracteristics of Performance In Different Epochs of Computing (average annual geometric growth rates)

Source: See note to Table 1.

Dependent Variable: LP98
Method: Least Squares
Samplesize: 107

| Variable | Coefficient | Std. Error | t-Statistic | Prob. |
| :--- | ---: | ---: | ---: | ---: |
|  |  |  |  |  |
| C | -5.176810 | 25.86307 | -0.200162 | 0.8418 |
| YEAR | 0.008334 | 0.013513 | 0.616718 | 0.5388 |
| DUM40 | -0.572090 | 0.094193 | -6.073600 | 0.0000 |
| DUM50 | 0.139307 | 0.157217 | 0.886084 | 0.3777 |
| DUM60 | 0.233455 | 0.160857 | 1.451324 | 0.1499 |
| DUM70 | -0.120904 | 0.181313 | -0.666824 | 0.5064 |
| DUM80 | -0.321444 | 0.191720 | -1.676634 | 0.0968 |
| DUM90 | 0.026524 | 0.170563 | 0.155506 | 0.8767 |


| R-squared | 0.964021 | Mean dependent var | -0.726553 |
| :--- | :--- | :--- | :--- |
| Adjusted R-squared | 0.961477 | S.D. dependent var | 8.656147 |
| S.E. of regression | 1.698965 |  |  |

where
LP98 is the price per M SOPS divided by the consumer price index YEAR is calendar year
DUM [ $t$ ] takes a value of 0 until year $t$ and YEAR-t thereafter,

## Table 3. Regression A nalysis for Trends in Computing Power

Regression shows the trend in the logarithm of the deflated price of computer power as a function of year and time dummies.

\section*{Improvements in productivity of computers <br> [A verage annual rate of change] <br> 1998 prices Current prices <br> | $1850-1940$ | -0.8 | -1.4 |
| :--- | ---: | ---: |
| $1940-50$ | 75.7 | 65.0 |
| $1950-60$ | 52.9 | 51.0 |
| $1960-70$ | 21.0 | 18.6 |
| $1970-80$ | 36.6 | 25.6 |
| $1980-90$ | 88.4 | 79.6 |
| $1990-2001$ | 83.5 | 78.8 |}

## Table4. Change in Price of Computation Over D ifferent Epochs

Source: Estimates are predictions from the regression in Table 3 and a similar one for current dollar costs of each variable on year and decadal dummy variables for each decade beginning in 1940. We have inverted these to convert them into rate of growth in computer power per constant dollar.

Note: The annual rate of change in Table 4 are derived from the coefficients of the logarithmic regressions in Table 3 with the sign changed. Those in Table 3 are the instantaneous growth rates, which will be significantly smaller than annual growth rates when numbers rise into the double digit range. M ore specifically, the Table 4 numbers are calculated as g(Table 4) $=\exp [g($ Table 3$)]-1$, whereg(Tablek) is the growth rate in Tablek.
$\left.\begin{array}{llll} \\ \text { Study } & & \begin{array}{c}\text { Rate of } \\ \text { nominal price } \\ \text { decline }\end{array} \\ \text { (percent per } \\ \text { year) }\end{array}\right]$ Source

## Table5. Comparison of Price Indexes for D ifferent Studies

This table shows estimates of the decline in prices of computers from different studies and methodol ogies. Note that, as explained in the text, the nominal price dedines are very misleading as a measure of the growth in performance. During the period 1990-98, the rate of decline in nominal computation prices for the present study was 44 percent per year while the corresponding rate of increase in the growth of performance was 83 percent per year.


Figure 59. (See page 153.)

## Plate 1. Comparison of M anual Calculation with Manual Calculator

This photograph shows a comparison of manual calculators and computations by a clerk in adding up a column of numbers such as might be found in a ledger. The calculator has an advantage of a factor of six. (Source: Burroughs Adding M achine Company, A Better Day's W ork at a Less Cost of Time, W ork and W orry to the M an at the D esk: in Three Parts Illustrated, Third Edition, Detroit, Michigan, 1909, pp. 153-154.)


Figure 1. The progress of computing measured in cost per million standardized operations per second (M SOPS) deflated by the consumer price index Source: See A ppendix Table 2.


Figure2. The cost of computer power for different technologies

Source: See A ppendix Table 2.


Figure 3 . The progress of computing measured in cost per standardized computation measured in terms of labor cost

The measure shown here is the cost of calculations measured in terms of labor hours. It is the price per standardized computation divided by the hourly wage rate.

Source: See A ppendix Table 2.


Figure 4. The progress of computing power measured in millions of operations per second equivalent (MSOPS)

The measure shown here is the raw computing speed. For a discussion of the meaning of MSOPS, seetext.

Source: See A ppendix Table 2.


Figure5. Rate of G rowth of Computer Power by Epoch
Real computer power is the inverse of the decline of real computation costs. This is estimated with sign changed from regression analysis in Table 4.


Figure 6. Predicted and A ctual D eflated Price of Computer Power
Prediction is based on equation in year and decadal dummies. Solid line is prediction while circles are actual.


Figure 7. Capital costs increases per unit of computation for epochs These costs are deflated by the consumer price index.


Figure 8. Decadal increases in processor cycle speeds


Figure 9. Relationship between Addition Time and M SO PS
The graph shows the relationship between addition time (additions per second) and millions of operations per second or an associated benchmark. (Source is A ppendix Table 2.)


Figure 10. Relationship between Cycle Speed and Operation Speed
The graph shows the close association between cycle speed (in hertz) and millions of standardized operations per second. (Source is Appendix Table 2.)


Figure 11. Comparison of Official Price of Computers and M SOPS M easure

The upper line shows the official (BEA ) price index for computers and peripherals. The lower line shows an index of the price per MSOPS. Both are in current prices and are indexed to equal 1 in 1970.

## A ppendix Table 1. Equivalences between different benchmarks and MSOPS

The following is the equivalence between MSOPS and other benchmarks are as follows:

| Benchmark | MSOPS equivalent |  | Source |
| :---: | :---: | :---: | :---: |
| 1 Specmark | = | 1 MSOPS | [a] |
| 1 Spec92 | = | 1 MSOPS | [a] |
| 1 Spec95 | = | 40 MSOPS | [a] |
| 1 Winscore2.0 | = | 3.4 M SOPS | [a] |
| 1 BYTEmark | = | 100 MSOPS | [a] |
| 1 MacBench | = | . 66 M SOPS | [a] |
| 1 Spec2000 | = | 4MSOPS | [b] |
| 1758 Dhrystone | = | 1 MSOPS | [c] |
| 20,000,000 M oravec computer-power units | = | 1 MSOPS | [d] |

N ote: MSOPS is millions of standardized operations per second as defined in the text. It is approximated equivalent to 1 MIPS under the Dhrystone metric.

Sources:
[a] www.frc.ri.cmu.edu/ -hpm/ book97/ ch3/ processor.list
[b] http:/ / www.heise.de/ ct/ 00/02/024/ using the geometric average of the ratio for spec2000 to spec-95 and combining with the benchmark for Spec95.
[c] hpwww.epfl.ch/ bench/ bench.FAQ.html
[d] Author's calculations. Information units are according to the formula for computer power in text.

## A ppendix Table 2. Underlying data on progress of computing.

| Date | Device | Additions per second | Multiplicat ions per second | Megabytes of rapid access memorv | Cycle <br> Speed <br> (Khz) | Computing <br> Power (MSOPS | Capital cost <br> (current <br> dollars. 000s) | Total cost per million standard operations (1998 \$) | Labor cost of computation (hours per computation) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1880 | Manual calculations | 7.00E-02 | 3.18E-03 | 1.50E-05 | na | $1.68 \mathrm{E}-08$ | 1.81E-03 | 56832.5684 | 1.65E-02 | L |
| 1857 | Scheutz Difference Engine | $2.00 \mathrm{E}-01$ | 2.00E-02 | $3.45 \mathrm{E}-05$ | na | $1.34 \mathrm{E}-07$ | $8.72 \mathrm{E}+01$ | 39923.7481 | 2.29E-02 | M |
| 1874 | Original Odhner | 7.00E-02 | 3.18E-03 | 1.84E-05 | na | 1.87E-08 | $2.62 \mathrm{E}+00$ | 39722.8359 | 1.84E-02 | M |
| 1890 | Hollerith Tabulator | $5.30 \mathrm{E}-01$ | 5.30E-03 | 2.88E-04 | na | 3.13E-07 | $3.62 \mathrm{E}+02$ | 79397.7892 | 2.31E-02 | M |
| 1895 | Steiger Millionaire | $5.00 \mathrm{E}-01$ | 5.00E-02 | $2.30 \mathrm{E}-05$ | na | 2.59E-07 | $6.68 \mathrm{E}+00$ | 3985.0475 | 1.67E-03 | M |
| 1902 | Automatic Tabulator | $2.50 \mathrm{E}+00$ | 2.50E-02 | 2.88E-04 | naa | 1.48E-06 | $5.64 \mathrm{E}+02$ | 23482.8678 | $9.61 \mathrm{E}-03$ | M |
| 1905 | Burroughs Model 9 | 3.00E-01 | 1.00E-02 | $2.07 \mathrm{E}-05$ | na | 6.72E-08 | $4.20 \mathrm{E}+00$ | 16175.0471 | 5.26E-03 | M |
| 1907 | Adding Tabulator | $2.50 \mathrm{E}+00$ | $5.00 \mathrm{E}-02$ | $2.30 \mathrm{E}-05$ | na | 3.87E-07 | $1.74 \mathrm{E}+02$ | 27204.7800 | 9.17E-03 | M |
| 1911 | Monroe Calculator | 3.33E-02 | 1.00E-02 | 2.40E-05 | na | 2.91E-08 | 6.11E-01 | 67695.7920 | 1.94E-02 | M |
| 1919 | IBM Tabulator | 2.00E-01 | 5.00E-03 | 4.00E-05 | na | 5.33E-08 | $189 E+02$ | 239752.4100 | 5.79E-02 | M |
| 1935 | IBM 601 | na | na | na | na | 1.00E-06 | $6.54 \mathrm{E}+02$ | 50853.6191 | 7.78E-03 | M |
| 1938 | Zuse-1 | $1.00 \mathrm{E}-01$ | $1.00 \mathrm{E}-02$ | 3.05E-05 | na | $4.45 \mathrm{E}-08$ | $1.16 \mathrm{E}+02$ | 479116.0387 | 7.14E-02 | M |
| 1939 | Zuse-2 | $1.00 \mathrm{E}+00$ | 1.00E-01 | 3.05E-05 | na | 4.45E-07 | 1.17E+02 | 49150.2797 | 7.11E-03 | V |
| 1939 | BTL_Model_1 | $3.33 E+00$ | $3.33 E+00$ | 3.81E-06 | na | 1.99E-06 | $5.87 E+02$ | 24137.6797 | 3.49E-03 | $V$ |
| 1940 | Bell Calculator Model 1 | na | na | na | na | 3.33E-06 | $2.33 \mathrm{E}+02$ | 8670.3135 | 1.21E-03 | V |
| 1941 | Zuse-3 | $1.70 \mathrm{E}+00$ | 3.00E-01 | $2.44 \mathrm{E}-04$ | 5.30E-03 | $1.34 \mathrm{E}-06$ | $3.13 \mathrm{E}+02$ | 25542.6743 | 3.38E-03 | V |
| 1942 | Harvard Mark I | $3.30 \mathrm{E}+00$ | 1.70E-01 | $2.75 \mathrm{E}-04$ | 3.30E-03 | 2.03E-06 | $2.00 \mathrm{E}+03$ | 59651.2659 | $8.51 \mathrm{E}-03$ | V |
| 1942 | Atanasoff Berry Computer | $3.00 \mathrm{E}+01$ | 5.00E-01 | 2.29E-04 | 6.00E-02 | 6.96E-06 | 7.01E+01 | 1399.3684 | $2.00 \mathrm{E}-04$ | V |
| 1943 | BTL Model 2 | $3.33 \mathrm{E}+00$ | 2.00E-01 | 1.19E-05 | na | 1.10E-06 | $4.72 \mathrm{E}+02$ | 40815.6627 | 4.82E-03 | V |
| 1943 | BTL Model 3 | $3.33 \mathrm{E}+00$ | $1.00 \mathrm{E}+00$ | 4.29E-05 | na | 3.02E-06 | $1.89 \mathrm{E}+03$ | 40899.0109 | 4.83E-03 | V |
| 1943 | Colossus | $5.00 \mathrm{E}+03$ | $5.00 \mathrm{E}+01$ | 2.38E-06 | na | 2.29E-04 | $9.43 \mathrm{E}+02$ | 310.9659 | $3.67 \mathrm{E}-05$ | V |
| 1944 | ASCC Mark 1 | $3.33 \mathrm{E}+00$ | 1.67E-01 | 6.01E-04 | na | 2.48E-06 | $2.78 \mathrm{E}+03$ | 160295.8780 | 1.83E-02 | V |
| 1945 | Zuse-4 | $2.00 \mathrm{E}+00$ | $5.00 \mathrm{E}-01$ | $2.44 \mathrm{E}-04$ | na | 2.18E-06 | $4.53 \mathrm{E}+02$ | 21165.0771 | 2.45E-03 | V |
| 1946 | BTL Model 5 | $3.33 \mathrm{E}+00$ | $1.00 \mathrm{E}+00$ | 1.47E-04 | na | 3.51E-06 | $4.18 \mathrm{E}+03$ | 71441.5646 | $8.47 \mathrm{E}-03$ | V |
| 1946 | ENIAC | $5.00 \mathrm{E}+03$ | $3.33 \mathrm{E}+02$ | 9.54E-05 | 1.00E-01 | 2.96E-03 | $5.64 \mathrm{E}+03$ | 184.8347 | 2.19E-05 | V |
| 1947 | Harvard Mark 2 | $5.00 \mathrm{E}+00$ | $1.43 \mathrm{E}+00$ | 4.88E-04 | na | 6.65E-06 | $2.19 \mathrm{E}+03$ | 35573.9215 | 4.30E-03 | V |
| 1948 | IBM SSEC | $3.33 \mathrm{E}+03$ | $5.00 \mathrm{E}+01$ | 4.58E-05 | na | 6.43E-04 | $3.39 E+03$ | 474.6120 | 5.65E-05 | V |
| 1949 | BINAC | na | na | na | na | 5.25E-03 | $1.90 \mathrm{E}+03$ | 24.8057 | 2.82E-06 | V |
| 1949 | EDSAC | $3.33 \mathrm{E}+03$ | $3.33 \mathrm{E}+02$ | 2.14E-03 | 5.00E-01 | 2.71E-03 | $6.85 \mathrm{E}+02$ | 23.0498 | 2.62E-06 | V |
| 1950 | SEAC | $5.00 \mathrm{E}+03$ | $5.00 \mathrm{E}+02$ | 5.49E-03 | na | 4.81E-03 | $5.42 \mathrm{E}+03$ | 67.8124 | 7.47E-06 | V |
| 1951 | Zuse-5ل | $1.00 E+01$ | $2.00 E+00$ | 2.44E-04 | na | 9.98E-06 | $5.84 \mathrm{E}+03$ | 35076.9641 | 3.82E-03 | V |
| 1951 | Univac I | na | na | na | na | $4.58 \mathrm{E}-03$ | $5.84 \mathrm{E}+03$ | 76.3854 | 8.32E-06 | V |
| 1952 | IBM CPC | $1.25 \mathrm{E}+03$ | $1.00 \mathrm{E}+02$ | 1.54E-04 | $5.00 \mathrm{E}+01$ | 2.19E-03 | $6.14 \mathrm{E}+02$ | 27.5938 | 2.92E-06 | V |
| 1953 | Univac 1103 | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | na | 3.33E-02 | $5.45 \mathrm{E}+03$ | 17.3722 | $1.75 \mathrm{E}-06$ | V |


| Date | Device | Additions per second | $\begin{array}{\|c\|} \hline \text { Multiplicat } \\ \text { ions per } \\ \text { second } \end{array}$ | Megabytes of rapid access memory | Cycle <br> Speed <br> (Khz) | Computing <br> Power (MSOPS) | Capital cost (current dollars, 000s) | $\begin{aligned} & \text { Total cost per } \\ & \text { million } \\ & \text { standard } \\ & \text { operations } \\ & (1998 \$) \\ & \hline \end{aligned}$ | Labor cost of computation (hours per computation) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1953 | IBM 650 | $1.43 \mathrm{E}+03$ | $1.00 \mathrm{E}+02$ | $4.88 \mathrm{E}-03$ | $1.25 \mathrm{E}+02$ | 1.03E-03 | $1.22 \mathrm{E}+03$ | 92.7589 | $9.35 \mathrm{E}-06$ | V |
| 1953 | IBM 701 | na | na | na | na | $2.22 \mathrm{E}-02$ | $1.40 \mathrm{E}+03$ | 4.7400 | $4.78 \mathrm{E}-07$ | V |
| 1954 | EDVAC | $1.11 \mathrm{E}+03$ | $3.33 \mathrm{E}+02$ | 5.37E-03 | na | $1.74 \mathrm{E}-03$ | $3.04 \mathrm{E}+03$ | 113.2226 | $1.12 \mathrm{E}-05$ | V |
| 1955 | Whirlwind | $5.00 \mathrm{E}+04$ | $3.33 E+04$ | $3.91 \mathrm{E}-03$ | $1.00 \mathrm{E}+03$ | $6.10 \mathrm{E}-02$ | $1.22 \mathrm{E}+03$ | 1.5888 | $1.51 \mathrm{E}-07$ | V |
| 1955 | Librascope LGP-30 | $3.33 \mathrm{E}+03$ | $5.00 \mathrm{E}+01$ | 1.46E-02 | na | $6.30 \mathrm{E}-04$ | $1.83 \mathrm{E}+02$ | 62.5877 | 5.93E-06 | V |
| 1955 | IBM 704 | $1.00 \mathrm{E}+05$ | $5.00 \mathrm{E}+03$ | $3.52 \mathrm{E}-02$ | na | $5.79 \mathrm{E}-02$ | $1.22 \mathrm{E}+04$ | 12.1635 | 1.15E-06 | V |
| 1958 | Datamatic 1000 | na | na | na | na | $4.00 \mathrm{E}-03$ | 1.23E+04 | 178.6493 | $1.61 \mathrm{E}-05$ | V |
| 1958 | Univac II | na | na | na | na | $5.00 \mathrm{E}-03$ | $5.48 \mathrm{E}+03$ | 67.0466 | 6.03E-06 | V |
| 1959 | Mobidic | na | na | na | na | $6.25 \mathrm{E}-02$ | $7.50 \mathrm{E}+03$ | 7.1672 | $6.34 \mathrm{E}-07$ | V |
| 1959 | IBM 7090 | $2.50 \mathrm{E}+05$ | $5.00 \mathrm{E}+04$ | $1.41 \mathrm{E}-01$ | $2.00 \mathrm{E}+03$ | $3.43 \mathrm{E}-01$ | $1.68 \mathrm{E}+04$ | 2.8142 | $2.49 \mathrm{E}-07$ | E |
| 1960 | IBM 1620 | $1.67 \mathrm{E}+03$ | $2.00 \mathrm{E}+02$ | 1.22E-02 | na | $9.60 \mathrm{E}-04$ | $1.10 \mathrm{E}+03$ | 97.1750 | 8.43E-06 | E |
| 1960 | DEC PDP-1 | $1.00 \mathrm{E}+05$ | $5.00 \mathrm{E}+04$ | $1.76 \mathrm{E}-02$ | na | $1.29 \mathrm{E}-01$ | $7.44 \mathrm{E}+02$ | 0.5671 | $4.92 \mathrm{E}-08$ | E |
| 1961 | Atlas | $1.00 \mathrm{E}+06$ | $2.00 \mathrm{E}+05$ | $2.34 \mathrm{E}-02$ | na | $1.48 \mathrm{E}+00$ | $2.73 \mathrm{E}+04$ | 1.0430 | 8.94E-08 | E |
| 1961 | DEC PDP-4 | na | na | na | na | $1.00 \mathrm{E}-01$ | $3.55 \mathrm{E}+02$ | 0.5212 | 4.47E-08 | E |
| 1962 | Univac III | na | na | na | na | $1.11 \mathrm{E}-01$ | $3.77 \mathrm{E}+03$ | 2.1884 | 1.83E-07 | E |
| 1962 | Burroughs 5000 | $1.00 \mathrm{E}+05$ | $2.50 \mathrm{E}+04$ | $2.54 \mathrm{E}-02$ | na | $9.87 \mathrm{E}-02$ | $5.39 \mathrm{E}+03$ | 3.3728 | $2.82 \mathrm{E}-07$ | E |
| 1963 | IBM 7040 | na | na | na | na | $6.30 \mathrm{E}-02$ | $2.98 \mathrm{E}+03$ | 3.1647 | $2.61 \mathrm{E}-07$ | E |
| 1963 | Honeywell 1800 | na | na | na | na | $1.50 \mathrm{E}-01$ | $7.45 \mathrm{E}+03$ | 2.9857 | $2.46 \mathrm{E}-07$ | E |
| 1964 | CDC 6600 | $3.33 \mathrm{E}+06$ | $2.00 \mathrm{E}+06$ | $4.00 \mathrm{E}+00$ | na | $9.22 \mathrm{E}+00$ | $2.89 \mathrm{E}+04$ | 0.1779 | 1.43E-08 | E |
| 1964 | DEC PDP-6 | $1.00 \mathrm{E}+05$ | $5.00 \mathrm{E}+04$ | $7.03 \mathrm{E}-02$ | na | $1.78 \mathrm{E}-01$ | $1.58 \mathrm{E}+03$ | 0.6847 | 5.52E-08 | E |
| 1965 | IBM 1130 | $1.25 \mathrm{E}+05$ | $2.50 \mathrm{E}+04$ | $1.56 \mathrm{E}-02$ | na | $1.16 \mathrm{E}-01$ | $2.59 \mathrm{E}+02$ | 0.4273 | 3.36E-08 | E |
| 1965 | DEC PDP-8 | na | na | na | na | $1.67 \mathrm{E}-01$ | $9.31 \mathrm{E}+01$ | 0.2427 | $1.91 \mathrm{E}-08$ | E |
| 1966 | IBM 360/75 | $1.25 \mathrm{E}+06$ | $5.00 \mathrm{E}+05$ | $8.00 \mathrm{E}+00$ | na | $2.36 \mathrm{E}+00$ | $2.51 \mathrm{E}+04$ | 0.6051 | $4.71 \mathrm{E}-08$ | E |
| 1967 | DEC PDP-10 | na | na | na | na | $1.24 \mathrm{E}+00$ | $8.55 \mathrm{E}+03$ | 0.4125 | $3.15 \mathrm{E}-08$ | E |
| 1969 | CDC 7600 | $1.00 \mathrm{E}+07$ | $5.00 \mathrm{E}+06$ | $8.00 \mathrm{E}+00$ | na | $2.71 \mathrm{E}+01$ | $4.45 \mathrm{E}+04$ | 0.0926 | 6.85E-09 | E |
| 1969 | DG Nove | na | na | na | na | 1.17E-01 | $3.38 \mathrm{E}+01$ | 0.3370 | $2.49 \mathrm{E}-08$ | E |
| 1970 | GE-635 | $5.00 \mathrm{E}+05$ | $1.00 \mathrm{E}+05$ | $5.00 \mathrm{E}-01$ | na | 6.82E-01 | $8.40 \mathrm{E}+03$ | 0.7392 | $5.45 \mathrm{E}-08$ | E |
| 1971 | SDS 920 | $5.00 \mathrm{E}+04$ | $3.33 E+04$ | $2.50 \mathrm{E}-01$ | na | $9.40 \mathrm{E}-02$ | $4.03 \mathrm{E}+02$ | 0.6492 | $4.67 \mathrm{E}-08$ | E |
| 1972 | IBM 360/195 | $1.00 \mathrm{E}+07$ | $5.00 \mathrm{E}+06$ | $5.00 \mathrm{E}-01$ | $1.08 \mathrm{E}+02$ | $1.82 \mathrm{E}+01$ | $3.12 \mathrm{E}+04$ | 0.0975 | 6.76E-09 | E |
| 1972 | Honeywell 700 | na | na | na | $2.00 \mathrm{E}+02$ | $7.50 \mathrm{E}-02$ | $4.68 \mathrm{E}+01$ | 0.5693 | $3.94 \mathrm{E}-08$ | E |
| 1973 | Intellec-8 | $6.41 \mathrm{E}+03$ | na | na | na | $6.41 \mathrm{E}-03$ | $8.80 \mathrm{E}+00$ | 6.3451 | $4.39 \mathrm{E}-07$ | E |
| 1973 | Data General Nova | $5.00 \mathrm{E}+04$ | na | na | $2.00 \mathrm{E}+03$ | $2.50 \mathrm{E}-02$ | $1.47 \mathrm{E}+01$ | 1.6399 | 1.13E-07 | E |
| 1975 | Altair 8800 | $6.41 \mathrm{E}+04$ | na | na | na | $6.41 \mathrm{E}-02$ | $6.06 \mathrm{E}+00$ | 0.6001 | $4.37 \mathrm{E}-08$ | E |
| 1976 | DEC PDP-11/70 | $3.33 \mathrm{E}+05$ | $1.11 \mathrm{E}+05$ | $1.25 \mathrm{E}-01$ | na | $4.12 \mathrm{E}-01$ | $4.30 \mathrm{E}+02$ | 0.1517 | 1.09E-08 | E |
| 1976 | Cray-1 | $5.00 \mathrm{E}+07$ | $5.00 \mathrm{E}+07$ | $3.20 \mathrm{E}+01$ | na | $1.57 \mathrm{E}+02$ | $2.86 \mathrm{E}+04$ | 0.0126 | 9.03E-10 | E |
| 1977 | Apple II | $1.00 \mathrm{E}+05$ | $2.50 \mathrm{E}+04$ | $3.90 \mathrm{E}-03$ | na | 7.97E-02 | $3.50 \mathrm{E}+00$ | 0.0029 | $2.07 \mathrm{E}-10$ | E |
| 1978 | DEC VAX 11/780 | $5.00 \mathrm{E}+05$ | $3.33 \mathrm{E}+05$ | $8.00 \mathrm{E}+00$ | na | $1.00 \mathrm{E}+00$ | $5.00 \mathrm{E}+02$ | 0.0594 | 4.17E-09 | MP |
| 1980 | Sun-1 | $3.33 \mathrm{E}+05$ | $1.00 \mathrm{E}+05$ | $1.00 \mathrm{E}+00$ | na | $5.41 \mathrm{E}-01$ | $5.94 \mathrm{E}+01$ | 0.0603 | 4.57E-09 | MP |
| 1982 | IBM PC | $2.50 \mathrm{E}+05$ | $5.00 \mathrm{E}+04$ | $4.69 \mathrm{E}-02$ | $5.00 \mathrm{E}+03$ | $2.46 \mathrm{E}-01$ | $4.65 \mathrm{E}+00$ | 0.0012 | $9.22 \mathrm{E}-11$ | MP |
| 1982 | Sun-2 | $5.00 \mathrm{E}+05$ | $1.67 \mathrm{E}+05$ | $2.00 \mathrm{E}+00$ | na | $8.59 \mathrm{E}-01$ | $3.38 \mathrm{E}+01$ | 0.0190 | 1.46E-09 | MP |
| 1982 | Compaq Portable | $5.00 \mathrm{E}+05$ | na | na | na | $6.41 \mathrm{E}-01$ | $5.07 \mathrm{E}+00$ | 0.0005 | 3.82E-11 | MP |
| 1983 | IBM AT-80286 | na | na |  | $6.00 \mathrm{E}+03$ | $8.00 \mathrm{E}-01$ | $9.29 \mathrm{E}+00$ | 0.0007 | $5.26 \mathrm{E}-11$ | MP |


| Date | Device | Additions per second | Multiplica ions per second | Megabytes of rapid access memorv | Cycle <br> Speed <br> (Khz) | Computing Power (MSOPS | Capital cost (current dollars. 000s) | Total cost per million standard operations (1998 \$) | Labor cost of computation (hours per computation) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1984 | Macintosh-128K | $3.33 \mathrm{E}+05$ | $5.00 \mathrm{E}+04$ | $1.25 \mathrm{E}-01$ | na | $3.80 \mathrm{E}-01$ | $3.92 \mathrm{E}+00$ | 0.0007 | $5.13 \mathrm{E}-11$ | MP |
| 1985 | Cray-2 | $2.50 \mathrm{E}+08$ | $2.50 \mathrm{E}+08$ | $1.95 \mathrm{E}+03$ | na | $8.61 \mathrm{E}+02$ | $1.52 \mathrm{E}+04$ | 0.0014 | $1.08 \mathrm{E}-10$ | MP |
| 1986 | Compag Deskpro 386 | na | na | na | $1.60 \mathrm{E}+04$ | $4.00 \mathrm{E}+00$ | $7.43 \mathrm{E}+00$ | 0.0001 | 8.62E-12 | MP |
| 1986 | Sun-3 | $1.11 \mathrm{E}+06$ | $5.00 \mathrm{E}+05$ | $4.00 \mathrm{E}+00$ | na | $2.12 \mathrm{E}+00$ | $1.49 \mathrm{E}+01$ | 0.0072 | $5.55 \mathrm{E}-10$ | MP |
| 1986 | DEC VAX 8650 | $5.00 \mathrm{E}+06$ | $1.67 \mathrm{E}+06$ | $1.60 \mathrm{E}+01$ | na | $9.19 \mathrm{E}+00$ | $1.86 \mathrm{E}+02$ | 0.0043 | 3.28E-10 | MP |
| 1987 | Apple Mac ll | na | na | na | na | $1.00 \mathrm{E}+00$ | $4.30 \mathrm{E}+00$ | 0.0003 | $2.13 \mathrm{E}-11$ | MP |
| 1987 | Mac II | $1.00 \mathrm{E}+06$ | $5.00 \mathrm{E}+05$ | $2.00 \mathrm{E}+00$ | na | $1.91 \mathrm{E}+00$ | $4.30 \mathrm{E}+00$ | 0.0001 | 1.12E-11 | MP |
| 1987 | Sun-4 | $5.00 \mathrm{E}+06$ | $2.50 \mathrm{E}+06$ | $1.60 \mathrm{E}+01$ | na | $1.02 \mathrm{E}+01$ | $1.43 \mathrm{E}+01$ | 0.000779 | 6.05E-11 | MP |
| 1988 | Mac-IIX | na | na | $4.00 \mathrm{E}+00$ | na | $3.90 \mathrm{E}+00$ | $1.28 \mathrm{E}+01$ | 0.001094 | 8.55E-11 | MP |
| 1988 | PC Brand 386-25 | na | na | $1.00 \mathrm{E}+00$ | na | $1.15 \mathrm{E}+01$ | $3.38 \mathrm{E}+00$ | 0.000019 | 1.52E-12 | MP |
| 1990 | Dell 320LX | na | na | $1.00 \mathrm{E}+00$ | na | $1.25 \mathrm{E}+01$ | $3.62 \mathrm{E}+00$ | 0.000019 | 1.51E-12 | MP |
| 1990 | Mac lifx | na | na | $4.00 \mathrm{E}+00$ | na | $1.00 \mathrm{E}+01$ | $1.23 \mathrm{E}+01$ | 0.000072 | 5.76E-12 | MP |
| 1991 | Gateway-486DX2/66 | na | na | $8.00 \mathrm{E}+00$ | $2.50 \mathrm{E}+04$ | $5.30 \mathrm{E}+01$ | $4.67 \mathrm{E}+00$ | 0.000006 | $4.49 \mathrm{E}-13$ | MP |
| 1992 | IBM PS/2 90 | na | na | $8.00 \mathrm{E}+00$ | na | $2.24 \mathrm{E}+01$ | $1.12 \mathrm{E}+01$ | 0.000029 | $2.38 \mathrm{E}-12$ | MP |
| 1992 | NEC Powermate | na | na | $4.00 \mathrm{E}+00$ | na | $2.18 \mathrm{E}+01$ | $5.58 \mathrm{E}+00$ | 0.000016 | 1.28E-12 | MP |
| 1992 | IBM PS/2 55-041 | na | na | $4.00 \mathrm{E}+00$ | na | $1.06 \mathrm{E}+01$ | $2.32 \mathrm{E}+00$ | 0.000015 | 1.25E-12 | MP |
| 1993 | Pentium PC | $1.00 \mathrm{E}+07$ | na | na | $6.00 \mathrm{E}+04$ | $8.23 \mathrm{E}+01$ | $2.82 \mathrm{E}+00$ | 0.000002 | 1.90E-13 | MP |
| 1993 | Gateway P5-75 | na | na | $1.60 \mathrm{E}+01$ | $7.50 \mathrm{E}+04$ | $1.03 \mathrm{E}+02$ | $2.26 \mathrm{E}+00$ | 0.000002 | 1.18E-13 | MP |
| 1994 | Power Tower 180e | na | na | $1.60 \mathrm{E}+01$ | $1.80 \mathrm{E}+05$ | $3.00 \mathrm{E}+02$ | $3.63 \mathrm{E}+00$ | 0.000001 | 6.10E-14 | MP |
| 1995 | Intel Xpress/60 | na | na | $8.00 \mathrm{E}+00$ | $6.00 \mathrm{E}+04$ | $7.00 \mathrm{E}+01$ | $2.14 \mathrm{E}+00$ | 0.000002 | 1.79E-13 | MP |
| 1995 | PowerMac 7600/132 | na | na | $1.60 \mathrm{E}+01$ | na | $1.60 \mathrm{E}+02$ | $3.21 \mathrm{E}+00$ | 0.000001 | 1.05E-13 | MP |
| 1996 | Pentium PC | $1.00 \mathrm{E}+08$ | na | na | $6.00 \mathrm{E}+04$ | $1.79 \mathrm{E}+02$ | $2.08 \mathrm{E}+00$ | 0.000001 | $6.81 \mathrm{E}-14$ | MP |
| 1996 | Dell Dimension Pro150 | na | na | na | $1.50 \mathrm{E}+05$ | $4.47 \mathrm{E}+02$ | $6.24 \mathrm{E}+00$ | 0.000001 | $6.93 \mathrm{E}-14$ | MP |
| 1997 | Gateway G6-200 | na | na | $6.40 \mathrm{E}+01$ | $2.00 \mathrm{E}+05$ | $3.50 \mathrm{E}+02$ | $3.00 \mathrm{E}+00$ | 0.000001 | $4.61 \mathrm{E}-14$ | MP |
| 1998 | Pentium $ل$ PC | 2.00E-10 | na | $6.40 \mathrm{E}+01$ | $233 \mathrm{E}+05$ | $4.98 \mathrm{E}+02$ | $1.50 \mathrm{~F}+00$ | 238E-07 | 187E-14 | MP |
| 1999 | Pentium II/455 | na | na | $6.40 \mathrm{E}+01$ | $4.55 \mathrm{E}+05$ | $9.73 \mathrm{E}+02$ | $1.96 \mathrm{E}+00$ | $1.49 \mathrm{E}-07$ | 1.15E-14 | MP |
| 1999 | Pentium III/500 | na | na | $1.28 \mathrm{E}+02$ | $5.00 \mathrm{E}+05$ | $1.07 \mathrm{E}+03$ | $2.45 \mathrm{E}+00$ | 1.61E-07 | 1.24E-14 | MP |
| 2000 | Mac G4/500 dual | na | na | $2.56 \mathrm{E}+02$ | $5.00 \mathrm{E}+05$ | $1.07 \mathrm{E}+03$ | $3.31 \mathrm{E}+00$ | $2.06 \mathrm{E}-07$ | $1.58 \mathrm{E}-14$ | MP |
| 2001 | Net vista a 40 i | na | na | $1.28 \mathrm{E}+02$ | $1.00 \mathrm{E}+06$ | $2.14 \mathrm{E}+03$ | $1.34 \mathrm{E}+00$ | $5.22 \mathrm{E}-08$ | $3.91 \mathrm{E}-15$ | MP |
| 2001 | Gateway Athlon | na | na | $1.28 \mathrm{E}+02$ | $1.20 \mathrm{E}+06$ | $3.42 \mathrm{E}+03$ | $1.85 \mathrm{E}+00$ | $4.09 \mathrm{E}-08$ | $3.06 \mathrm{E}-15$ | MP |
| 2001 | Pentium IV (Dell 8100 ) | na | na | $1.28 \mathrm{E}+02$ | $1.50 \mathrm{E}+06$ | $2.81 \mathrm{E}+03$ | $1.62 \mathrm{E}+00$ | $4.52 \mathrm{E}-08$ | $3.38 \mathrm{E}-15$ | MP |

Sources: Much of the data are from H ans M oravec, M ind Children: The Future of R obot and H uman Intelligence, Harvard University Press, Cambridge, MA, 1988, especially A ppendix A2 and p. 63f. These have been updated on his web site at at www.transhumanist.com/ volumel/ moravec.htm. An additional source (which appears largely derived from Moravec) is Ray Kurzweil, The A ge of Spiritual M achines : W hen C omputers Exceed H uman Intelligence, Viking Press, 1999. The data were also available online at www. penguinputnam.com/ kurzweil/ excerpts/ chap1/ ch1note19.htm although this site appears to have been discontinued. The latest machine is for a 1.5 GHz Dell Dimension 8100 with 128 MB of RAM and a 40 GB hard drive available from www.dell.com. Information on many calculators is available at www.hpmuseum.com. A particularly valuable collection of benchmark data using the Dhrystone benchmark was available at http:// performance.netlib.org/ performance/ html/dhrystone.data.col O.html . This includes Dhrystone ratings from the A pplell through the Pentium Pro 200 MHZ . The single most useful source for the period from the ENIAC through 1955 is the comprehensive survey by Martin H./ Weik, A Survey of D omestic Electronic Digital Computing Systems, Ballistic Research Laboratories, Report No. 971, December 1955, Department of the A rmy Project No.
5b0306002, Ordnance Research A nd. Development Project No. Tb3-0007, Aberdeen Proving Ground, Maryland available at http:// ed-thelen.org/ comp-hist/ BRL.html . This was followed with two further surveys by the same author.

Note: L =manual; M =mechanical; V = relays and vacuum tubes; E =transistors and other electronic; MP = microprocessors.
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