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*2 VECTOR SIMILARITY FUNCTIONS

Consider a collection of objects in which each object is characterized by one or
more properties assocnatcd with the objects. In information retrieval, the eb-
isega might be s and the prepert:cs could be the indsx terms assxgﬁed
6 the. documetité; “AHernatively, the sbjects could be index terms, and the
properties could be the document identifiers to which the terms are assigned.

Bach property attached to a given object could be weighted to reflect its impor-
tance in the representation of the given object. Alternatively, a property
characterizing an item may be considered to cafry a weight of 1 when it is ac-
tually assigned to ahitem, or a weight of 0 when the property is not assigned. In
the former case one speaks of weighted mdexmg, in the latter case the indexing
is binary.

The similarity between two objects is normally computed as a function of
the number of properties that are assigned to both objects; in addition the num-
bei of properties that are jointly absent from both objects may be taken into
account, Furthermore, when weighted indexing is used, the weight of the prop-
erties appeanng in the two vectors may be used instead of only the number of
properties.

Consider as an example, two particular objects, say DOC, and DOC,, and.
let TERM|, represent the weight of property (term) k assigned to documenti. In
binary systems the value of TERM,; is restricted to either 0 or 1. Otherwise, one
may assume that the weights vary from some lower limit such as ¢ to some pre-
determined maximum weight for a given collection environment. If t properties
are used to characterize the objects, the following property vectors may be de-
fined for two sample objects:

DOC, = (TERM,,, TERM,;, . . . , TERM,)
DOC] = (TERMH, TERMJ;, Py TERM“)

To compute the sum]ﬂlfy between two given véctors, the following vector
functions are of principal importance:

1 E TERM,, , that is, the sum of the weights of all properties included in
k=1
a given vector (in this case, the vector for DOC)).

i
2 E TERM,, - TERMy,, that is, the component-by-component vector
Je=1
product, consisting of the sum of the products of corresponding term weights
for two vectors: For binary vectors this reduces to the number of matching
properties for two vectors (the number of properties with weight equal to 1 in
the two vectors)

3 2 min (TERMm, TERM;y), that is, the sum of the minimum component
k=1
weights of the components of the two vectors.




202 ) CHAPTER 6

— e

1
4 -\jE (TERM,,)?, that is, the length of the property vector (in this case,
k=1

the one for DOC,) when the property vectors are consider as ordinary vectors.
Consider the following two vectors defined for a system using eight properties:

DOC, = (3,2,1,0,0,0,1.1)
DOC; = (1,1,1,0,0,1,0,0)
The four vector functions introduced earlier are then equal, respectively, to
1
1 Y TERM;;=(3+2+1+040+0+1+1)=8

k=1

2 Zt TERM,, - TERM;, = [G- D+ 2- 1)+ A-D+ Q-0+ (00

- O+ 10+ (1-0)]=6
3 min(TERM,,, TERM,,) = (min(3,1)  min(2.1) + min(1.1)
e + min(0.0) + min(0,0) + min(0,1)
+ min(1,0) + min(1,0)
={1+1+1+0

+0+0+0+0)=23

1
/ 32
4 y R.E—.l (TERM;,)

=V3 -+ DHA-D+O-0O+O0- 0+ OO+ A-D+ A1)
=V9+4+1+0+0+0+1+1=4

The expressions under 2 and 3 are based on the manipulation of a particu-
lar vector pair; expressions | and 4 are single vector functions only. Hence the
ordinary vector product (expression 2) and the sum of the minimum compo-
nents {expression 3) could be used directly 10 measure the similarity between
the vectors. In practice, it is customary to include normalizing factors when
computing vector similarities, These factors ensure that the similarity coeffi-
cients remain within certain bounds, say between 0 and 1 or between — 1 and
+ 1. The following similarity measures are all relatively easy to generate and
have been used in operational or experimental situations to compute term or
document similarities [1,2]:

P

t
2 [2 (TERM,k h TERMjk]]
k=1
t 1 (l)
S TERM;, + S TERM,,
k=1 [

k=1

SIM l(DOCj B DOCJ ) =

§
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t
E (TERM“,; * TERMjk)

SIM,(DOC,,DOC)) = — e :
-' S TERM,, + 3 TERM; — 5 (TERM,, - TERMy,)
k=1- k=1 k=1 (2)
' (TERM,, - TERM,,)
SIMy(DOC;,DOC;) = —==== t 3)
\f Y (TERMy)? - S (TERM,, )
k=1 T r 1 k=1
S (TERM,, - TERM,,)
SIM,(DOC,,DOC,) = =L : (4)
min( Y TERMy, S TERM,,)
“k=1 k=1 :

S min(TERM,,TERM,,)
SIM(DOC,;,DOC,) = £ - (5
S TERM

k=1

For the two sample vectors previously used as an illustration, the simi-
larity functions SIM, to SIM; produce the following results:

SIM,(DOC,,DOC,) = é'ﬁ) w g
SIMy(DOC; DOC,) = f;’ — =1
SIM,(DOC,.DOC,) = —o - & _8_ 55
DOC,,DOC) = =2 = 75 =5 = *
6
SIM{(DOC,DOC;) = § = 1.5
3
SIM,(DOC, DOC)) = 3 = 0.375

The first two coefficients, SIM, and SIM,, are known respectively as the
Dice and Jaccard coefficients. They are widely used in the literature to mea-
sure vector similarities. The third coefficient, SIM,, is the cosine coefficient
that was introduced earlier in this volume. The cosine is a measure of the angle
between two t-dimensional object ¥ectors when the vectors are considered as
ordinary vectors in a space of t dimensions, Since the numerator in the cosine
expression must be divided by the product of the lengths of the two vectors,
long vectors with many terms and hence great length normally produce small
cosine similarities. The overlap measure, SIM,, does not have this property be-
cause its denominator consists of the lower-weighted terms from the two vec-
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tors. In a retrieval environment, the query usually contains low-weighted
terms; hence the query-document correlations using the overlap measure SIM,
will be larger in magnitude than those of the cosine SIM;.

The last coefficient, SIMg, is an asymmetric measure; that is the similarity -
between DOC; and DOC, is not in general equal to the similarity between DOC;
and DOC,;. Indeed SIMy(DOC,,DOC)) = 3z whereas SIM(DOC,,DOC,) =
/4. Asymmetric measures are useful to capture the inclusion relations between
vectors (vector B is included in vector A if all properties assigned to B are also
present in A). The inclusion properties between vectors can be used for the
generation of hierarchical arrangements of objects (for example, hierarchical
term displays) and for the comparison of queries with documents in retrieval
[1].

A great many different similarity measures are discussed in the literature
designed to represent the associations between different property vectors.
Some of the functions reflect statistical theories, being designed to measure the
agreement between two vectors over and above the coincidences that would be
expected if the properties were randomiy assigned to the vectors [3,4]. In some
similarity functions the absence of properties from a vector may be taken into
account as well as the presence. For instance the joint absence of a property in
two vectors may be weighted differently from the joint presence of a property
5]

All similarity measures exhibit one common property, namely that their
value increases when the number of common properties (or the weight of the
common properties) in two vectors increases. Measures of vector dissimilarity
which are sometimes used instead of similarity measures have the opposite ef-
fect. Various evaluation studies exist in which the effect of different similarity
measures has been compared in a retrieval environment [1]. The Jaccard [ex-
pression (2)) and the cosine measures [expression (3)] have similar characteris-
tics, ranging from a minimom of 0 to a maximum of 1 for nounegative vector
elements. These measures are easy to compute and they appear to be as effec-
tive in retrieval as other more complicated functions. Both these measures
- have been widely used for the evaluation of retrieval functions.

3 TERM WEIGHTING SYSTEMS
A Principal Welghting Strategles

In principle, the retrieval environment is simplest when the information iters
are characterized by unweighted properties and the indexing operation is bi-
nary. In this case, the degree to which a given property (term) may be useful to
represent the content of an item is not a consideration. Any property that ap-
pears relevant is assigned to the information item and rejected when it appears
extraneous. While the indexing is simplified, the task of evaluating the output
of a search operation may be complicated because distinctions among the re-
trieved items, or for that matter among the items that are not retrieved, are
more difficult to make for binary than for weighted vectors, When weighted
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properties are used, a similarity computation between the query and document
vectors makes it possible to retrieve the items in strié¢tly ranked ordér accord-:
ing to the magnitude of the gquery-document similarity coefficients. This should
improve the retrieval effectiveness and lighten the user effort req'uired to gen-
erate a useful query.

When users, indexers, or search intermediaries manually assign term
weights to document and query vectors, the weighting operation is difficult to
control. A satisfactory assignment of weights requires a great deal of know-
how about the collection and the operation of the retrieval system. For this rea-
son, an effective term weighting operation is probably best conducted by using
objective term characteristics automatically to generate term weights.

Several automatic term weighting systems were introduced in Chapter 3 in
the discussion on auntomatic indexing. They are summarized here for conve-
nience:

1 The term frequency (TF) weighting system is based on the notion that
constructs (words, phrases, word groups) that frequently occur in the text of
documents have some bearing on the content of the texts. Hence the weight of
term k in document i, WEIGHT,, might be set equal to the frequency of occur-

‘rence of word construct k in document i:

WEIGHT,, = FREQ; - {6)

2 The term frequency system makes no distinction between terms that
occur in every document of a collection and those that occur in only a few
items. Experience indicates that the usefulness of a term for Content represen-
tation increases with the frequency of the term in the document but decreases
with the number of documents DOCFREQ, to which the term is assigned. This
produces the inverse document frequency (IDF} weighting system:

FREQ

WEIGHT, = [50ippo. %)

3 The term discrimination theory depends on the degree to which the as-
signment of a term to the documents of a collection is capable of decreasing the
density of the document space (the average distance between documents). The
discrimination value of term k, BISCVALUE, is obtained as the difference be-
tween two measurements of document space density, corresponding to the
densities before and after assignment of term k. A typical weighting function
for term k in document 1.is then obtained as

WEIGHT), = FREQy, - DISCVALUE, _ 8

4 The probablhstlc indexing theory states that the best index terms are
those that tend to occur in the relevant documents with respect io some query.
When the terms are assigned to the documents independently of each other, a
measure of term value is obtained from the term relevance TERMREL,. This
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is the ratio of the proportion of relevant items in which term k occurs 1o the
proporuon of nonrelevant items in wh:ch the term occurs [expressmn (23) of
Chapter 3]. A weighting system based on the term relevance is thus .

WEIGHT,, = FREQy * TERMREL,, 9

The term frequency, document frequency, and term discrimination
theories were previously examined in the discussion dealing with antomatic in-
dexing. The term relevance welghtmg system is theoretically optimal given'cer-
tain well-specified conditions. However the term relevance factor

_ /R —ry)
TERMREL, = A=)

cannot be computed unless relevance assessments are available of the docu-
ments with respect to certain queries. In particular, the number of relevant doc-
uments (r,} containing term k, the number of nonrelevant documents (sy} con-
taining term Kk, as well as the total number of relevant documents (R} and
nonrelevant documents (I) in the collection for some particular query sets must
be known in advance.

A similar situation arises for a weighting function based on the utiliry value
introduced in the discussion on system evaluation [expression (19) of Chapter
5). The utility of a search is defined simply as the sum of the values achieved by
retrieving relevant items and rejecting nonrelevant ones plus the sum of the
costs incurred by retrieving nonrelevant and rejecting relevant items. One may
assume that each relevant item that is correctly retrieved increases the useful-
ness of retrieval by a specified value equal to v,; similarly each nonrelevant
item that is properly rejected increases the system usefuiness by a constant
value of v;. Analogously, a constant cost of ¢, is incurred for each nonrelevant
item that is retrieved, and a cost of ¢, arises for each relevant item missed by
the retrieval system. In these circumstances, appropriate transformations of
the utility value introduced in Chapter 5 produce a weighting function, known
as the utility weight for a given term k, or UTILITY,, defined as

UTILITY, = (v, + ety — (V3 + €18, (10)

where r, and s, , respectively represent the number of relevant and nonrelevant
items containing term k [6]. A corresponding term weighting function for term k
in document i is then given by

WEIGHT}, = FREQy, - UTILITY, : (11}

~ The utility and term relevance weighting systems of expressions (9) and
(11) may be expected to be more powerful than the alternative weighting
schemes based on simple term frequency characteristics [expressions (6) and
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(7). In the utility and term relevance systems, a distinction is made between
term occurrences in the relevant and nonrelevant documents, respectively,
whereas in the frequency-based systéms the term occurrences are used globally,
over the whole collection irrespective of occurrences in the relevant and non-
relevant documents. On the other hand, it remains to be seen whether for the
relevance-based weighting systems the term weights computed by using rele-
vance data for certain gueries and documents will prove robust enough to be
applied to new documents and queries for which no prior relevance data are
available. Procedures for so doing are suggested in the next section.

*B Evaluation of Welghting Systems

Two collections of documents may serve as examples for the evaluation of the
weighting systerns introduced earlier. These are the Cranfield collection of 424
documents in aerodynamics, and the MEDLARS collection of 450 documents
in biomedicine. Each coliection is used with 24 search requests. Table 6-1 con-
tains evaluation output for term frequency weightings (6), inverse document

Tabie 8-1 Term Utility Welght and Relevance Weight Evaluatloh
(Average Precision Values for Fixed Levels of Recall from 0.1 to 1.0)

Inverse Utllity welght Retsvance weights
Term document w=20r~-g w = IR — )} + 81l — s)]
Recall frequency frequency {actual vaiues) {actuat values)

a Cranflald aerodynamics collaction (424 documents, 24 queries)

0.1 0.455 0.566 +24% 0.568 +25% 0.571 +25%
0.2 0.410 0.530 +29% 0.540 +32% 0.558 +36%
03 0.391 0476 +22% 0.503 +29% 0479 +23%
04 0.301 0421 +40% 0474 +57% 04789 +59%
05 0.280 0.364 +30% 0.416 +49% 0.434 +55%
0.6 0.233 0.30 +29% 328 +41% 0.352 +51%
0.7 0.189 0.254 +34% 0.272 +44% 0.324 +71%
0.8 0.155 0.195 +26% 0.211 +36% 0.220 +42%
0.9 0121 0150 +24%  0.162 +34% " 0.199 +64%
1.0 g.112 0132 +18% 0.143 +29% 0,164 +46%
+27.6% +37.6% +47 2%
b MEDLARS biomedical collection (450 documents, 24 querles)

04 0.543 0.611 +13% 0676 - +24% 0.707 +30%
0.2 0.528 0.6801 +14% 0.676 +28% 0.707 +34%
03 1.487 0.541 +16% 0.639 +37% 0.705 +51%
04 0.421 Q487 +11% 0.609 +45% 0.672 +60%
0.5 0.384 0438 +14% 0.558 +45% 0.633 +65%
0.6 0.346 0.396 +14% 0.510 +47% 0.616 +78%
0.7 0.316 0.347 +10% 0.459 +45% 0.573 . +81%
048 0.211 0.245 +16% 0.374 +77% 0.462 +119%
0.9 0171 0.193 +13% 0.277 +62% 0.354 +107%

1.0 0.120 0.154 +28% 0.204 +70% 0.259 +116%
. +14.9% +48% +74.1%
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frequency weights (7), utility weights (11}, and term relevance weights (9). In
each case precision values are shown in Table 6-1 for 10 recall levels varying
from 0.1 to 1.0. These are averaged for the 24 search requests. The inverse doc-
ument frequency weights that are based on frequency characteristics over all
documents regardless of relevance produce average precision improvements of
about 28 percent for the acrodynamics collections and 15 percent for the bio-
medical collection over the standard term frequency weights. When the utility
weights based on document relevance are used the average advantage in pre-
cision increases to 38 and 48 percent, respectively, while an even greater ad-
vantage of 46 and 74 percent is obtained for the term relevance weights.
---—— To generate the term relevance and term utility weights TERMREL, and
UTILITY,, respectively, it is necessary to identify the number of relevant and
nonrelevant documents r, and s, in which the term occurs. Furthermore, for
" “the utility weights, values must be chosen for the value and cost parameters of
equation (10). The output of Table 6-1 is based on the assumption that the cost
and value parameters associated with the relevant documents (v, and c,) are
glven a welght equal to 20 times the value and cost parameters associated with
the nonrelevant (v, and ¢,). The utility function of expression (10} is thus com-
puted as 201, — 8.

The problem of generating the r, and s, values was bypassed in the experi-
ments of Table 6-1 by using the actual values found in the two sample collec-
tions for these parameters. That is, the unrealistic assumption was made that
the characteristics of all terms in the relevant and nonrelevant documents were
known in advance for all queries. This, of course, accounts for the excellent
performance of the term utility and term relevance weighting systems in the
output of Table 6-1.

—>  In practice, the occurrence characteristics of the terms in the relevant and
nonrelevant documents are not available before a search is actually conducted.
However, the total number of documents DOCFREQ, to which a given term is
assigned is given, and that in turn can be used to estimate the number of rele-
vant documents (r,) having term k. Note that the document frequency of a term
varies from 0 for a term not assigned to any document in the collection to a
maximum of N for a term assigned to all N items in a collection. The parameter
Iy, on the other hand, varies from O for a term not assigned to any relevant
items to a maximum of R, the total number of relevant items which exists with
respect to a given query. Alternatively R can be interpreted in some circum-
stances as the number of documents which a user wishes to retrieve m response
to a given query.

Normally, the following relationships exist between the total document
frequency DOCFREQ, of a term, and the frequency ry in the relevant docu-
ments:

1 As DOCFREQ, increases, so will f, ; thus given two terms TERM; and
TERM,, DOCFREQ; > DOCFREQ, generally implies 1, > ry.
2 For normal query terms, the number of relevant documents in which a.-
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: term occyrs is relatively larger for lower-frequency terms t.han for higher-fre-
quency terms; mathematically, one can say that when 'DOCFREQ, > DOC-

FREQk , one finds that r,/DOCFREQ, > r,lDOCFREQ, (For example, the one
document in which a frequency-one term occurs is more likely to be relevant
than the two documents for a term of frequency two.)

Several simple functions can be suggested that conform to these condi-
tions. One possible functional relationship between r, and DOCFREQ, for a
given term K is shown in the graph of Fig. 6-1. Here for document freguencies
between 0 and R, one assumes that a straight-line relation exists between DOC-
FREQ and r given as r = (a - DOCFREQ)-for some constant a < 1, and repre-
sented by line segment 0A. For frequencies DOCFREQ between R and N, an-
other straight-line relation is assumed expressed as r = d + (e - DOCFREQ)
and represented by segment AB. It may be noted that in accordance with as-
sumption 2, the slope of line AB (represented by parameter e) is smaller
than the slope of line 0A (parameter a). As a result the proportion 1,/DOC-
FREQ is relatively larger for terms of smaller frequency DOCFREQ, than for
terms of larger frequency. An alternative functional relationship between r and
DOCFREQ which also obeys assumptions 1 and 2 is r = a + b(log DOC-
FREQ). It can be shown that if the relationship between DOCFREQ, and ry is
the one represented in Fig. 6-1, the best term weighting function has the shape
represented in Fig. 6-2 [7]. .

In particular, the optimum weight of a term starts with some constant
value a for terms. of frequency 1. The weight then increases as the document
ﬁequency increases to R, the number of relevant documents which a usér
wishes to retrieve in response to a query..As the document frequency increases
still further, the terms become less important and the term weight decreases.
Eventually, for terms of document frequency near the number of documents in
the data base (N}, the weight decays to 0. The frequency spectrum of Fig. 6-2

r N: Tota! number of documents
in collection
a R: Total number of relevant
E documents with respect to
o icul
§ E 4 particular query
k-]
Ew Rl—- ————————————————— 4
£
[ =
=4 A r=d+ef
5§
5
3 r=af
=
-4
1 . L -~
0 R N

Total number of documents
{POCFREQ, ) containing term k

Flgure 8-1 Varlation of number of relevant documents containing term k with total number
of documants containing term k.
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Term weight w,
of termk

I L [ .
1 R 2R N
Document frequency
|DOCFREL,) of term k

Flgure 8-2 Optimum term weighting system assuming relationships of Fig. 6-1.

once again shows that the medium-frequency terms in a collection are the most
important for purposes of document indexing.

Consider now the evaluation results obtained for the utility and term rele-
~ vance weighting schemes where the parameter values for r, and sy are no longer
assumed to be available, but ry, (and hence s, = DOCFREQ — 1) is obtained
‘by using one of the functional relationships between DOCFREQ and r (for
example the one presented earlier in Fig., 6-1). Evaluation results for the
term utility and term relevance weighting systems based on estimated ry
values are included in Table 6-2 for the two document collections previously
used in Table 6-1. For the utility weights a logarithmic relationship was
assumed between r and DOCFREQ [that is, r = a + b log (DOCFREQ)
for suitably chosen parameter values a and b]. A hybrid function modeled

Table 6-2 Estimated Term Ulility and Relevance Weight Evaluation
{Average Precision Values for 24 Queries at Recall Levels from 0.1 to 1.0)

Cranfleld aerodynamics MEDLARS biomedical
(424 documents, 24 queries) {450 documents, 24 quernies)

Utllity weight Relevance welght Utliity weight Relevance welght
{ostimated values} {estimated valuos} {estimated values) {estimated values}
0.531 +17% 0.552 +21% 0.582 +9% 0.629 +16%
0.50% +22% 0.520 +27% 0.57g +10% 0.629 +19%
0.450 +15% 0.461 +18% 0.511 +%% 0.604 +28%
0.388 +2%% 0.421 +40% 0.440 +5% 0.538 +27%
0332 +19% 0.369 +32% 0.396 +3% 0512 +33%
0.288 +24% 0.303 +30% 0.333 ~4% 0.458 +32%
0.234 +24% 0.259 +37% 0.308 —2% 0.409 +28%
0.184 +19% 0.192 +24% 0.233 +10% 0.296 +40%
0.138 +14% - 0159 +31% 0.188 +9% 0.218 +27%

0.128 +14% 3.131 +17% 0.139 +16% 0.1689 +41%
: +19.7% +27 7% +6.5% +29.3°_/o
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on the relationship of Fig. 6-1 is used to relate r and DOCFREQ for the rele-
vance weight calculation: in particular, a straight line similar to line segment 0A
of Fig. 6-1 (r = a - DOCFREQ) is used for document frequency values up
to DOCFREQ = 8; for larger values of DOCFREQ a logarithmic relation- -
ship {r = d + e log DOCFREQ) is assumed between r and DOCFREQ.

A comparison between the output of Tables 6-1 and 6-2 indicates that the
utility and relevance weighting systems are not as powerful when the parameter
values must be estimated than when actual values are available. However the
relevance weighting system appears to be more effective than the inverse docu-
ment frequency even when the relevance parameters are estimated. Since the
estimated relevance weights are based purely on the occurrence frequencies of
the terms in the documents of a collection, the results of Table 6-2 confirm that
substantially more information may be contained in the term frequency data
than is normally included in conventional retrieval. Additional work is needed
to produce good estimates of term relevance and justification for the curves of
Figs. 6-1 and 6-2.

**C Term Waeighting in Boolean Query Systems

It was mentioned earlier that systems based on Boolean query formulations are
capable of separating a document collection into two parts consisting of the re-
trieved items on one hand and the rejected (nonretrieved) ones on the other.
Additional operations are sometimes carried out for the set of retrieved docu-
ments only in order to generate additional discrimination or ranking among
these documents. No term weights need to be introduced for this purpose and
no changes arise in the interpretation of the normal Boolean operations. The
question arises whether the necessary discrimination among documents can be
obtained directly by reinterpreting the standard Boolean operations to render
them applicable to systems using weighted query terms, and possibly weighted
documents. :

It is not possible in the present context to examine in detail the questions
relating to the processing of weighted Boolean queries [8,9]. It may be suffi-
cient instead to suggest some obvious approaches that lend themselves to a
practical implementation. Consider two arbitrary index terms A and B, and let
A and B represent the set of documents indexed by terms A and B, respectively.
The Boolean operations normally receive the following interpretation:

1 The query ““A OR B’’ is designed to retrieve the document set (A U B)
consisting of documents indexed by term-A or by term B or by both A and B.

2 The query “*A AND B” retrieves document set (A N B) consisting of
documents indexed by both terms A and B. _

3 The query “A NOT B’ retrieves document set (A — B) consisting of
documents indexed by term A that are not also indexed by B.

~ Leta and b denote term weights varying from a minimum of 0 to a maxi-
mum of 1, and consider an extension of those operations that includes the use
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of weighted query terms. When the term weight is chosen equal to 1, the nor-
mal Boolean operation is implied, whereas a term weight of 0 implies that the
corresponding operand may be disregarded. Thus one has

A,ORB,=AORB
A ANDB, = A ANDB
A,NOT B, = ANOTB

and A; ORB, = A
A, AND B, = A
A,NOT B, = A

When both the document and the query terms are weighted, a weighted
Boolean query now receives a simple interpretation. In response to a query
such as A, OR B, the set of retrieved documents consists of those having ei-
ther term A with a weight at least equal to a or term B with a weight at least
equal to b. The retrieved items can be ranked according to the sum of the
weights a + b in the documents.

- When only the documents are weighted, but not the queries, the full docu-
ment sets A and/or B are retrieved using the appropriate Boolean combination,
and the ranking applies as before. This situation appears simple to implement in
operational retrieval because weights can be assigned to the document terms by
the expert indexers, or frequency-based weights can be automatically obtained
by the system. To assign weights to the query terms, some input is needed from
the users, and reliable term weighting information-of this kind may be difficult
to obtain.

In the unlikely situation where the query terms alone are weighted but the
document terms are not, it appears reasonable to suggest that each weighted
query term affects a partial set of documents instead of the full set. Consider as
an example, guery statements of the form ( . . . (A, *By) = C;). . . . # Z,),
where * stands for one of the operators AND, OR, NOT, and where a,
b, . . . , z represent weights attached to terms A, B, . . . , Z respectively,
suchthat) =a=<1, ... ,0 =z = 1, The general case involving a multiplicity
of binary * operators may be reduced to that of a single binary operator with
two operands by assuming that the search process is carried out iteratively, one
operator at a time. The problem then consists of interpreting query statements
of the form (A, * B), where # is a binary connective and a and b are the term
weights.

The operations of the three Boolean connectives may be described by con-
sidering the special case where only one of the two operands carries a weight
smaller than 1, that is, where the queries have the form (A, = B,). Extensions to
the general case where both query terms carry weights less than unity will then
be immediate. Remembering that query term B, can be disregarded, whereas
B, covers the full set B of documents indexed by B, it becomes clear that query
A OR B, expands the output document set from A to A U B as the weight of b
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increases from 0 to i. A U B comprises the full set of items that are either A’sor
B’s. A query such as (A OR By 43 ) must then retrieve all the A’s plus a third of the
B’s. Correspondingly, (A AND B,) shrinks the size of the output from A to
A N B, that is, to the set of items that are both A’s and B’s as b increases from 0
to 1. This suggests that (A AND B, ;) covers all the A’s that are also in B plus
about two-thirds of the A’s that are not in B. Finally, (A NOT B,,) shrinks the
output from A to A — B, that is, to the items in A that are not also in B. The
gquexy (A NOT B, 3,) would then cover all A’s that are not in B plus two-thirds
of the items in the intersection between A and B.

It remains to determine how the partial set of items that are either included
in or excluded from the answering document set is to be identified. The follow-
ing mode of operation suggests itself:

1 OR operation: as b increases from 0 to 1, the items in B not already in A
that are closest to the set A are successively added ta A to generate A U Bin
answer to query (A OR B).

2 AND operation: as b increases from 0 to 1, the 1tems in A — B that are
farthest from A O B are successively subtracted f_rom A until only A N B re-
mains in answer to query (A AND B) when b is equal to 1.

3 NOT operation: as b increases from 0 to 1, the items in A " B that are
farthest from A — B are successively subtracted from A until only A — B re-

. mains in answer to query (A NOT B),

To determing the closeness of a particular document to another document
or to a set of documents, the similarity coefficients previously introduced to
compare queries and documents [expressions (1) to (5)] can be used to obtain
affinity indicators between pairs of documents or between a particular docu-
ment and a set of documents, In the latter case, a typical document C is chosety
to represent the given set fsuch as, for example, the centroid of the dOCument
set, and for each document DOC,, the size of the coefficient SIM(C, DOC)'is
used to indicate whether DOC, is to be retrieved or not. The computation of a
cluster centroid is described in detail in the next section of this chapter.

Consider, as a typical example, the operations for query (A, sy OR By g0
illustrated in Fig. 6-3 together with other examples. The following steps may be
used;

1 Compute the centroids of sets A and B:

2 smove from set A two-thirds of the documents consisting of those ex-
hibiting the largest distance to the centroid of B.

3 Remove from set B one-third of the documents consisting of those ex-
hibiting the largest distance to the centroid of A.

4 The response set is then the union of the remaining items from A and B

Correspondingly, the output set for query (A, s AND By g,) (see Fig. 6-3b)
is obtained by removing from set A one-third of the items not included in the
intersection of A and B and situated farthest from the centroid of B ; at the same
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(a) e

e=1/3 a=2/3 h=2/3 b=1/3
(b}

a=2/3 e=1/3 b=050 Figure 8-3- Interpretation of welghtad
Boolean operdtions. () (Ag s OR By,g)- {b)
{c) , Asis {‘ND-Bohl- () (Ao.as NOT By}

time, one removes from B two-thirds of the items that are most removed from
setA. For the query (Ay s NOT By 4) of Fig. 6-3c, two-thirds of the items in A
are removed from the answer set plus half of the items in the intersection be-
tween A and B,

To summarize, when weighted terms are used for queries that do nof in-
clude Boolean operators, a query-document similarity computation can be used
directly to obtain a retrieval value, or ranking, for each document; documents
may then be retrieved in decreasing order of their retrieval values. When Bool-
ean operators are included in the queries, a similarity computation is first car-

- ried out between certain documents and the centroids, or representatives, of
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certain document sets. The size of the corresponding similarity coefficients

then determines which documents are to be added to (for the OR operation) or -

subtracted from (for AND and NOT) the basic answering set. The use of term
weights in Boolean systems remains to be validated by appropnate retrieval ex-
periments.

4 FILE CLUSTERING
A Main Considerations

Most information retrieval work is based on the manipulation of large masses of

data. The document files to be stored may be extensive, and the vocabularies

needed to represent document content may include tens of thousands of terms.
In these circumstances, it is useful to superimpose an organization on the
stored information in order to simplify file access and manipulation. One way of
providing order among a collection of stored records is to introduce a classifica-
tion, or clustering, among the items. Clustering is used to group similar or re-
lated items into' commen classes. In a classified or clustered file, items appear-
ingina class can be stored in adjacent locations in the file so that a single file
access makes available a whole class of items. Such an approach is used in
most copyentional libraries where the library items are placed on shelves ac-
cording™: .:8 their subject content. By browsing among the shelves, the library
users can then retrieve a number of different items within a given subject area.
" In information retrieval, classification methods are used for two main pur-
pos« -

1 To classify the set of index terms, or keywords, into term classes ac-
cording to similarities in the keywords, or according to statistical characteris-
tics of the terms in the documents of a collection

2 To classify the documents into subject classes so that related items are
accessible to the user population

The keyword classifications lead to the construction of thesauruses and syn,
onym dictionaries that can be used for document indexing and query formula-

tion. These may also provide the associative indexing capability previously il-

lustrated in Chapter 3. The document classifications -on the other hand may

serve as devices for the representation of knowledge, and in retrieval they may

provide efficient search strategies and effective search results. The efficiency is

produced by making it possible for the user to limit the search to specific sub- -

ject areas. The potential effectiveness of the cluster search process stems from
the cluster hypothesis, which asserts that closely associated documents tend to
be relevant to the same queries [2]. The use of clustered document files may
then lead both to high recall and to high precision searches {10).

The following two characteristics are generally considered important for
object classifications [11,12]:




