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An approach for estimating the required
memory resources to execute a program on
a multiprocessor system is presented.  The
technique relies on the information
contained in a data dependency graph
representing a program to be executed.
Data dependency graphs can be generated
by a compiler as an intermediate
representation of the program without
accounting for any specific details of the
target machine architecture.  Therefore, this
approach can be used in the early design
phases of multiprocessor architectures for
performance analysis of targeted or
benchmark applications.  Memory resource
estimates are separated into two categories;
algorithmic and run-time requirements.
Experimental results of this technique are
presented for several scientific benchmark
code fragments.

1.0 Introduction
Processor execution speeds are increasing
dramatically due to advancements in
integrated circuit manufacturing technology
and engineering design methods and tools.
However, the rate of speed increase for

memory is much smaller.  Currently,
memory access versus processor latency is
at a ratio of approximately 10:1.  It is
predicted that this ratio will increase to
100:1 in 20 years, a problem known as the
processor-memory performance gap [7].
This implies that future architectures must
efficiently deal with memory latencies in
order to continue to provide machines with
performance increases that have been
common in the past.

A result of the processor-memory
performance gap is that new architectural
approaches for designing and implementing
multiprocessor computer systems must be
utilized.  A common theme among several
of the various approaches is to distribute and
integrate memory with each processor to
reduce bus contention, thus allowing
concurrent local memory accesses.  This
leads to the question of determining the
amount of memory needed for each
processor.  Too much memory results in a
waste of resources in terms of available chip
area and power consumption [7].  Too little
memory could impact program runtime.  For
these reasons an analytical tool for
estimating memory resources for given
application programs has been developed.

Traditionally, memory requirements have
been obtained by 1) assuming an
architecture, 2) building or simulating the
architecture, and 3) executing an application



on the architecture and monitoring memory
usage.  This approach is disadvantageous for
the designer since the design must be in
place before the memory requirements can
be found.

Other methods for modeling and predicting
memory include non-deterministic statistical
models [2] [6] which unfortunately still
assume some type of architecture.  The
method discussed here has novelty in that
the only requirement is a representation of
the application program itself.

The next section describes data dependency
graphs and how they are executed on
multiprocessor systems.  The following
sections discuss parallelism and the
proposed approach for memory resource
estimation. The results of the memory
estimation tool are then discussed followed
by conclusions and directions of future
efforts.

2.0 Data Dependency Graphs
Any given application program can be
viewed as a collection of sequential

instruction threads to be executed as soon as
their input data is available.  An abstract
representation of a program is then a
directed acyclic graph where vertices
correspond to computational instructions to
be executed and edges represent data
dependencies.  The edges of the data
dependency graph correspond to the transfer
of data from the output of a producer
instruction thread to a consumer instruction
thread.  In a multiprocessor system, each
thread is executed on a single processor;
therefore, threads can execute concurrently
as long as the required input data are
available.  With this viewpoint, representing
an application program as a data dependency
graph allows us to exploit the available
parallelism.

As an example, Figure 1 shows a data
dependency graph which computes a value
from the formula c = (1/a2) + b2 – (b + a) -
1.  The graph shows the data dependencies
inherent in the computation.  For example,
node 2 cannot execute until it receives the
value of a from node 1.  When node 2
executes, it will produce the value of a2.
Node 2 then passes this value to node 6, and
so on.

The graph also shows the available
parallelism in the computation.  For
example, given sufficient resources, nodes 2,
3, 4, and 5 can be executed in parallel
depending only on the results of node 1.
Table 1 summarizes the operations
performed by each instruction thread (or
graph vertex).
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Figure 1  Data dependency graph of
c = (1/a2) + b2 – (b + a) - 1.



Thread Operation Result

1 Retrieve a,b
2 Square a2

3 Subtract -1-b
4 Square b2

5 Negate -a
6 Inverse 1/a2

7 Add b2+(-1-b)
8 Add (1/a2)+b2-(b+a)-1

Table 1  Operations for the example data
dependency graph in Figure 1.

3.0 Parallelism Estimation
Consider the case where all threads in a data
dependency graph have the same execution
time of one clock cycle and execute on a
multithreaded multiprocessor with no delay
from interprocessor communications or
synchronization.  If this machine also has
unlimited resources (i.e. the ideal parallel
machine), then all available parallelism in
the program can be exploited.  Furthermore,
the number of threads executing in parallel
at each clock cycle will represent the
maximum available parallelism in the
program.  In this simplified case, the data
dependency graph may be viewed as having
levels of execution, where a level is the
collection of nodes executing concurrently
during a given clock cycle.  This observation
has been exploited and a stochastic model
has been created to estimate the number of
utilized processors per clock cycle [1].

As an example, in Figure 1 the first level
would contain node 1 and would execute in
one clock cycle.  The second level would
contain nodes 2 through 5 and would
execute in the second clock cycle.
Likewise, the third level would contain the
nodes 6 and 7 and would execute in the third
clock cycle.  The fourth and final level
would contain only node 8 and would
complete execution in the fourth clock
cycle.

Another useful metric which can be obtained
directly from the data dependency graph is
the number of graph edges which enter and
leave particular nodes on a per level basis.
This information can be used to estimate the
memory and bandwidth a system requires to
efficiently execute a program.

4.0 Memory Requirements Estimation
The amount of required local memory can
be estimated for a given processor by noting
the maximum amount of intermediate
storage used during the execution of a
program.  However, it is important to note
that the actual code does not need to be
executed to perform this estimation.  The
required intermediate storage can be
obtained by traversing the data dependency
graph structure by application of a “graph
walk” algorithm.

Consider the case when a data producing
instruction thread completes execution but a
corresponding consumer instruction thread
requires data from the finished thread as
well as another independent producer thread
that has not yet completed execution.  In this
case, the data from the finished producer
thread must be stored until the consumer
thread has all available data and is scheduled
for execution.  Based on this premise, we
have begun developing a tool to estimate the
required memory to execute an algorithm on
a generic multiprocessor system.

Figure 2 shows the sequence of steps to
produce resource estimates from available
source code as we have currently
implemented the tool.  The first step is to
compile the source code into IF1, a text file
representing a data dependence graph.  A
SISAL[5] to IF1 compiler exists, as well as
IF1 compilers from other high-level
languages.  The IF1 file is then used as input
to the IF1 compiler/profiler described in [8].
The profiler tool extracts the necessary
statistics used as input to the memory
resource estimation tool.



Level Parallelism Nodes Incoming
Arcs

Outgoing
Arcs

1 1 1 2 4
2 4 2, 3, 4, and 5 4 3
3 2 6 and 7 3 2
4 1 8 3 1

Table 2  The parallelism and incoming and outgoing arc counts for each level for the example data
dependency graph in Figure 1.

4.1 Algorithmic Memory
Requirements Estimation
We define two types of memory
requirements; those due to machine
dependent details of program execution, the
run-time memory requirements, and those
due to the structure of the application
program’s data dependency graph, the
algorithmic memory requirements.
Algorithmic memory requirements are
unavoidable and pertain to the structure of
the program only.  Run-time memory
requirements contain the algorithmic
memory requirements in addition to the
extra amount of memory needed for
processor synchronization, communication,
and other operating system needs.

The following method is used to estimate
algorithmic memory requirements for a
given program in a high level language:

1. Compile the source code to IF1.
2. Use the IF1 compiler and profiler to

produce a parallelism profile that
includes incoming and outgoing arc
counts (see Table 2 for an example).

3. Begin a count of memory usage at zero.
4. Step through each level in the

parallelism profile, adding the outgoing
arcs and subtracting the incoming arcs
to find the net memory usage by level.
Accumulate these values during each
step to determine the current, total
memory usage.

5. The maximum (peak) value of the
accumulated memory usage is then the
memory requirement of the algorithm.

Figure 2  The steps to produce resource estimates from SISAL source code.
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Level Parallelism Incoming Arcs Outgoing Arcs Memory Usage

1 1 0 7920 4950
2 2970 2970 2970 3960
3 1980 3960 1980 1980
4 1980 3960 1980 1980
5 990 1980 990 99
6 990 1980 990 0
7 990 1980 990 0
8 1 990 1 0
9 1 1 0 0

Table 3   Parallelism and algorithmic memory requirements for Livermore Loop 1 when the loop index N = 990.

5.0 Results
Table 3 shows the results of the algorithmic
memory requirement estimation tool for the
SISAL code shown in Figure 3.  After the
first level of instruction threads is executed,
the number of outgoing arcs which must be
stored for level 1 is 7,920.  Level 2 has only
2,970 incoming arcs leaving 4,950 data
items to be stored.  The amount of memory
required decreases throughout the rest of
the execution as those arcs are consumed by
other instruction threads, so 4,950 is the

peak amount of storage required for
execution under these ideal conditions.
Therefore, this value represents the
algorithmic memory requirements for
Livermore Loop 1.

Figure 4 shows the results of the
algorithmic memory requirements
estimation when analyzing a set of
benchmark applications, the Livermore
Loops in SISAL [3].  The graph shows only
the amount of temporary storage required
by the algorithm.  The technique does not

Figure 3  SISAL code for Livermore Loop 1 [2].

% LOOP 1
% Hydro Fragment
% Parallel Algorithm

Define  Main

type double = double_real;
type OneD   = array[double];

function Loop1( n:integer; Q,R,T:double; Y,Z:OneD returns OneD )
   for K in 1,n
       X := Q + (Y[K] * (R * Z[K+10] + T * Z[K+11]))
   returns array of X
   end for
end function

function Main( rep,n:integer; Q,R,T:double; Y,Z:OneD returns OneD )
   for i in 1, rep
      X := Loop1( n, Q, R, T, Y, Z );
   returns value of X
   end for
end function



include memory estimates for the storage of
machine instructions and other
synchronization and communication
overhead.  Therefore, these are algorithmic
estimates, not runtime memory estimates.

The results of the technique illustrate the
relationship between memory usage and the
loop bound for the Livermore Loops.  In all
cases this relationship is linear with respect
the loop bound, N.  This trend is not
surprising since we varied only a single
bound.  We would expect a non-linear
relationship if more than one loop bound
were varied.  It is interesting to note that the
different applications in Figure 4 can be
characterized by the slope of the memory
usage curves, thus validating the notion of
algorithmic memory requirements.

6.0 Conclusion
This paper presented an approach for
multiprocessor memory resource estimation
using only an application's data dependency

graph.  This approach was implemented
leading to the experimental results given.
The methodology is suitable for inclusion
in a high-level system architecture design
package for estimating required memory
resources for targeted or benchmark
applications.  Also, this technique could be
incorporated into a "smart" scheduler to
utilize available memory efficiently.

The development of a multipurpose
resource estimation package has been
initiated.  To date, a profiler has been
developed that produces information
containing data structures from an input
application's data dependency graph
represented in IF1 [8].  A stochastic model
based simulator has also been developed
based on the profiling information [1]
produced by the IF1 tool for estimating
processor element work loads.

The current version of the memory resource
estimation tool is limited to resource

Figure 4  The number of storage locations required to execute several parallel algorithms.
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estimation for the ideal case of unlimited
available processing elements and equal
instruction thread length for all graph
nodes.  This version is being extended to
estimate required memory resources for
limited processing elements and variation in
execution times for each type of node in
IF1.

In addition, the arcs between nodes in the
data dependency graphs represent data
transfers and require bandwidth between
individual processing elements.  The
memory estimation tool will also be
extended to estimate the minimum required
total system bandwidth to efficiently
execute application software.
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