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The Coding—Spreading Tradeoff in CDMA Systems
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Abstract—General definitions of spreading and coding are construct the user’s transmitted signal as an uncoded binary
given based on the notion of Shannon bandwidth introduced by phase shift-keying (BPSK) signal with Nyquist sinc pulse
Massey (1994), with the goal of distinguishing these operations shaping, then the bandwidth of this baseline system equals

for signaling with bandwidth redundancy. These definitions are . .
shown to lead to a separation result: every bandwidth redundancy R/2 Hz. We, hence, need to introduce bandwidth redundancy

scheme can be expressed as a concatenation of coding followed bynto this signal if it is to occupy a spectral bandwidth of
spreading. The coding-spreading tradeoff problem is then studied W > R.

for a code division multiple access (CDMA) system in which the  |n this paper, we use the notion of Shannon bandwidth intro-
receiver processes the received signal by using a user-separatingy ,ced by Massey [1] to distinguish between two components

front-end, which feeds into autonomous single-user decoders. f a bandwidth redund h di d
Under the single-user decoding setting, it is established that the Ol a banaw redundancy scheme, namsjyreadingan

linear minimum mean square error (LMMSE) front-end multiuser ~ coding Our goal is then to study the coding-spreading tradeoff
detector is optimum among all front-ends that are constrained in CDMA systems. This tradeoff problem has been considered

to use only spreading information. Also, conditions are given for for specific CDMA systems in previous work (see, e.g., [3]
the single-user decoders to ignore spreading information without and [4] for single-user detection results, and [5] and [6] for

It(r);('jne%f? Fg&ﬂ;%ﬂﬁg fe0>;ag1 3:reegtlussézqalj'enr?céhég&ﬂnggf:nae&ﬂ% multiuser detection results). One of the contributions of this

random spreading is given. Single-cell and multicell scenarios are Paper is in formally establishing that the tradeoff problem
considered in the optimization, and a comparison is made of the is well-defined. In addition, we give a general approach to

spectral efficiencies that can be achieved with the conventional gptimizing the tradeoff, and explore the details and implications
matched filter and LMMSE front-ends. of this optimization in the context of cellular CDMA systems.
Index Terms—Channel coding, code division multiaccess, land  In Section Il, we establish a useful separation result that every
mobile radio cellular systems, least mean square methods, matchedpandwidth redundancy scheme can be written as a concatena-
filters, signal detection, spectral efficiency, spread spectrum com- oy of coding followed by spreading. This separation result
munication. . . .
leads naturally to the question of how a fixed bandwidth ex-
pansion should be allocated between coding and spreading. The
I. INTRODUCTION answer to this question depends crucially on the channel and the

N SPREAD spectrum code division multiple acceskeceiver structure.

I (CDMA) systems, the spectral (Fourier) bandwidth of each In Sections Ill and IV, we pose the coding-spreading tradeoff

user in the system is increased to fill up the entire “availabld@roblem for the interesting special case of a CDMA system
bandwidth. Such bandwidth expansion is known to facilitai#ith single-user decoding. Here, the receiver processes the sum
multiple access with many desirable features, particularly in t9é the user’s signals, corrupted by white Gaussian noise, by

context of wireless cellular systems [2]. In a CDMA systentiSing a user-separating front-end detector that is followed by
each user's transmitted signal has a large time-bandwidtHtonomous single-user decoders. For such a receiver, we first
product, i.e., the spectral bandwidtiv’ (in Hz) occupied by show thatamong all linear front-end detectors, the one that min-

the signal is considerably larger than the information faggn  imizes the mean square error (MSE) at the input of the de-
bits/s). If we consider a hypothetical baseline system where &eders does not depend on the codebooks of the users. Fur-
thermore, under the single-user decoding restriction, we give
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scenarios are considered in the tradeoff study. Using recenBefore we proceed we define a baseline signal set that will be
results on large system analysis of linear multiuser detectarsed in the remainder of the paper. We will use the superscript
[6], [8], we obtain expressions for the coding-spreading tradegdffime to denote the parameters of the baseline signal set.
curves for the (near optimum) LMMSE and the conventional Definition 1: The baseline signal sdor signaling at ratek

matched filter (MF) front-ends.

bits/s on[0,7] is given byS’ = {-1,+1}%7 i.e., the infor-

In Section VI, we compute the tradeoff curves numericallgnation bits are modulated using BPSK with Nyquist sinc pulse
for specific examples, and provide simulation results thahaping.
confirm the accuracy of the large system analysis for practicalNote that the Fourier bandwidth of the baseline systEm=

system sizes. Based on the peak spectral efficiencies that

&2, andS’ ¢ F(T; W'). This motivates the following defini-

be achieved by these two front-ends, we then draw interestitan.
conclusions regarding the applicability of multiuser detection Definition 2: Thebandwidth expansion factét of a general

techniques in cellular CDMA systems.

Il. SEPARATION OF CODING AND SPREADING

A. Fourier and Shannon Bandwidths

signaling scheme with Fourier bandwidt is given by
W 2w

T W' R

For CDMA signalst2 is usually>>1 for each user.

Q ®3)

Consider the space of real-valued functions that are time-lim-Definition 3: A signaling scheme is said to bebandwidth
ited to the interval0, 7] and approximately bandlimited to aredundancy schemig( > 1.

baseband bandwidth & Hz, i.e., most of the energy is con-

tained in the range of frequencigs, W]. Denote this space
by F(T; W), and note thaf (T; W) has dimensiorDy given
by [see e.g., ([9, p. 294])]

Dp = 2WT.

We refer taD r as theFourier dimensiorof the signal space. The

We now note that the signal sét C F(7; W) may have
a span whose dimension is smaller thHap. This leads to the
following definition of Shannon bandwidth that was introduced
by Massey in [1].

Definition 4: The dimension ofSpan(S) is called the
Shannon dimensioof the signal set, and is denoted Bys.
The ratio Dg /2T, which represents half the number of di-
mensions per second occupied by the signal set, is called the

prolate spheroidal wave functions (PSWFs) form the best basig&nnon bandwidtaf the signal set, and is denoted By

for F(T; W) in the sense described in [10]. Buthf > 1/W

Clearly Ds < Dp andB < W. The notion of Shannon

and we ignore edge effects, we have the following simpler dndwidth was used by Massey to precisely define a spread-
of orthonormal basis functions that are formed by translatiofBECtrum system as one for whigh< W' (actually B < W),

of sinc pulses:

Pi(t) = V2Wsinc(2Wt —4), ¢=1,2,....Dr (1)

wheresinc(z) = (sinnwzx) /(7).

Consider the following single-user communications proble
Suppose our goal is to transmit information at the rateg?of
bits/s, i.e., we wish to send one &f; = 257 possible symbols
(equivalently a sequence &7 bits) in time[0, T, using one
of the signals from the sét; (¢), s2(%), - . . sar-(£), £ € [0, T]}.

We do not restrict the form of signals in any way except that th

signal set occupies a Fourier bandwidth/df i.e.,[-W, W] is

the smallest range of frequencies that encompasses the esse

bandwidths of all the signals in the set.

It is clear that eachs,(¢t) belongs to F(T; W),
and can, hence, be represented by I¥--dim vector
Sm = [Sm1 Sma2 - sm,DF]T,With

Dp
Sm(t) =D Sm.iti(t)- )
=1

We denote the signal s¢b;,. .., st by S. We will abuse

m

with spreading factofV defined as

W
N=2.

e 4)
Note thatB may be smaller or larger thai’, and hence{2

may be smaller or larger tha¥, depending on the alphabet size
chosen for signaling. If the signaling is constrained tbinary,

then it is easy to see th& > W' and, hence, thak > N.

Also, for the baseline signal set of Definition 1, it is clear that
B' = W' = R/2.

Based on the definition of a spread spectrum system as one
rwhich N >» 1, Massey gives several examples in [1] that il-
IHﬁgPte the difference between spread-spectrum and nonspread-
spectrum systems. In Section II-B, we use the notion of Shannon
bandwidth to define the operation spreading and more im-
portantly to distinguish it from the operation obding

B. Spreading as a Linear Mapping in Signal Space

The process of converting the sequencelf bits into a
signals € S C F(T;W) is generally referred to asoding
The mapping of the set of all sequencesR¥ bits to the set
S, can equivalently be considered to be a mappthffom the
baseline signal se&#’ C F(7; W’) to S. Assuming that2 =

notation slightly, and us&(T"; W) to denote both the space of /W'’ > 1, this mappingt is a bandwidth redundancy scheme

functions s(¢) and their corresponding »-dim vector repre-
sentations. Thus, we can consid&to be a subset oF (T'; W).
Without loss of generality we may assume that < My, since
this will hold for sufficiently largeT'.

(see Definition 3).

The above general definition of coding encompasses the case
when B < W, i.e., the case of spread-spectrum signaling. In
fact, standard direct sequence spreading used in CDMA systems
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can be considered as equivalent to repetition coding. Howewilie following simple example illustrates that even such a def-
as noted in [1], coding and spreading should be consideredrndion is not specialized enough.

be fundamentally different components of the bandwidth redun-Example 2: ConsideS™) = {[1/v/2 1/v/2]7,[1 0]"}, and
dancy mappingt’. Our goal is to identify these components sthe linear mapping defined by

that we can study the coding-spreading tradeoff problem.

If we constraint’ so thatS has Shannon bandwid#, then I [1 —1}
the maximum rate achievable on a single-user additive white 0 V2
Gaussian noise (AWGN) channel with Fourier bandwidthis
given by [1] This mapping takes® to S = {[0 1],[1 0]}. Hence,L

is energy preserving, but it increases the distance between the

P P signals and provides coding gain in AWGN.
R = Blog, <1 - m) < Wlog, <1 - N, W) =Cc 0 If we further restrict the linear mapping in such a way

that it not only preserves the energy of the signalsth, but
whereP is the signal powet,/2 is the two-sided noise poweralso the distances between them, then it is easy to sed.that
spectral density, andis the capacity of the channel. SirReis  leaves performance unchanged (provides zero coding gain) for
monotonically increasing if3, the capacity’ is achieved only single-user communication on an AWGN channel. A sufficient
if B = W. Thus, any mappingX’ that achieves capacity mustcondition onL that guarantees this property is that itigtary,
satisfy B = W . For spread-spectrum signaling, the mappihg i.e., L' L = I. This motivates the following definition.
necessarily results iB < W. Since the maximum achievable Definition 5: A bandwidth redundancy mapping from
rate is determined by, spreading could be considered to b& < F(T, W) to S@ < FT, W), with w®
providing zero coding gain for single-user communications an W, is calledspreadingf it can be expressed as a unitary
an AWGN channel. linear mapping.

Based on Massey’s definition of a spread spectrum systemWhile such a definition may appear to be restrictive, it gener-
it is tempting to define the operation of spreading as any baralizes the two standard ways of spectrum spreading: direct se-
width redundancy scheme that increases the Fourier bandwidthence spreading and frequency hopping.
while preserving the Shannon bandwidth. However, such a defExample 3: Direct Sequence Spreadingonsider a
inition may not be consistent with the notion that spreading pré4,-ary signal setS®") < F(T;W®). Using the basis
vides zero coding gain in AWGN, as the following example |Ifu(n<):t|ons of (1) W|th W = WO, we havesy =

lustrates. ol Sm2 T S DF]T, m = 1,2,...,Mr, whereDp =
Example 1: Consider a signal s&™® ¢ F(T,wW®), with o7,

BW = W, consisting of the signals Direct sequence spreading by factdf, with W@ =

. NW® involves replacing;(t) in (2) by the chip signa;(t)
1 1 that is given by
== —=| . =0 17, =01 0.
[ A e e
Consider the bandwidth redundancy mapping that increases the ci(t) = Z CinP(i—1)N+n(t)

Fourier dimension to three in such a way that the new signal set
S§@ consists of the signals

where
- T
g =+ L L () = V2W @ sinc (2w<2>t —j) , j=1,...,NDp
V3 V3 V3
J = 11 0} i are basis functions faF (7, W ). Thus, the spread signal is
2 V2 V2 given by
- T
sh = i _i ():| Dp Dp N
V2 V2 SDE) = shhe®) =D cinst it nynin(D)-
=1 1=1 n=1

Clearly, the Shannon dimension (and bandwidth)SéP are
the same as those 6. However, the mapping increases theyf course, smc@g}p (t) belongs taF (T, W), we can write
Euclidean distance between the signals while preserving their

energies and, hence, provides coding gain in AWGN. NDg
It is easy to check that the mapping frofi") to S in sP(t) = Z m,ﬂ/) (t).
Example 1 is not linear. Now consider a linear mapping from j=1
SO c FT,Wwm) to P < F(T,WP), with w2 >
W@, and let this mapping be defined by matfix If LTLis Now, if we defines'a’ = [s 52)1 53) ff)NDF]T andc; =
nonsingular, then this mapping clearly preserves the Shandemn c;» -+ ¢; v]T, then

bandwidth. This might motivate the definition of spreading as
an energy preserving, nonsingular, linear mapping. However, s@=rLsH m=12.. My
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where Proof: Let Dr = 2WT, Dg = 2BT andD}, = 2W'T.
The M-ary signal set can be represented by fhe-dim vec-
a 0 0 tors{si,sz,..., s, }, the Dj-dim vectors{s}, s},..., sy, }

I - 0 & --- 0 ' in F(T; W), andF(T; W'), respectively. Then

6 0 CD.F 8, =X(s), form=1,2... Mr.

Note that the signals,,, } are D g-dim vectors whose span has
dimensionDs. Thus, we may identify a set d?s orthonormal
vectors{l, }, and write

If we normalize the spreading sequences sodhat = 1, it is
easy to see thai ' L = I.
Example 4: Fast Frequency HoppindgConsider the same

My-ary signal set o!) as in Example 3. Frequency hopping Ds
involves replacingp;(t) in (2) by Sm=_ Sml;. (6)
j=1
bi(t) = f (t - Z/2W(l)?J(Z)) IfwesetL =[I; --- Ip.], thenitisclearthal,’ L = I.
Associated with eachs,, is a Ds-dim vector 5, =
where [51.m -+ 3pg.m]". Using (6) and the factthdi' L = I, we
can write

ft;p) =2v WO cos [27rW(1)pt} sine (2W(1)t)
g"rn = LTSrn = LT‘/‘V(S;n) = g(sin)a
and wherej(i) € {1,2,..., N} is the hopping sequence. It is form=1,2,..., Mr.

easy to show that the mapping that describes frequency hopping ) A N L
is also linear with Now, ¢ is a mapping frons’ to S ¢ F(T; W), with W = B.

Also, it is clear thatB = dim[span(S)] = B as well. Thusg
€j(1) o - 0 is codingaccording to Definition 6. Thepreadingpart is obvi-
ously described by the mappidg since it is unitary and

=}

=] 0

: : . : $m =Ls,,, form=12 ..., Mr.

0 0 ejp)

wheree; denotes the unit lengtly vector with a one in thgth

position. lll. THE TRADEOFFPROBLEM FORCDMA SYSTEMS
It is easily checked that other forms of spreading based ong

o . o iven any bandwidth redundancy scheme, Proposition 1 al-
multicarrier approaches are also special cases of Definition %w

s us to identify and separate the coding and spreading com-
ponents of this scheme. Itis also clear that coding and spreading
can contribute differently to system performance. The natural
To complete our description of the dichotomy between codiriestion that arises then is how a fixed bandwidth expansion
and spreading, we give a narrower definition of coding in terniactor should be allocated between coding and spreading.
of Shannon and Fourier bandwidths. For illustration, consider the tradeoff problem for a single-
Definition 6: Let S ¢ F(T, W) be a signal set with user, AWGN communication system. Since spreading cannot in-
B® = WO, Amapping froms® to S@ ¢ F(T,W®),is crease channel capacity, the capacity maximizing solution puts
calledcodingif B®® = W as well. all of the bandwidth expansion into coding. However, as noted
Note that coding does not necessarily expand bandwidth, iia.[1], spreading need not reduce capacity too much, and if prac-
W could be less thatv’ (1. Itis clear from (5) that the coding tical constraints such as decoding complexity are taken into ac-
that achieves the capacity of a single-user AWGN channel sabunt, using a significant fraction of the bandwidth expansion
isfies Definition 6. The same is true of ideal, capacity achievirfgr spreading may be justified. Other motivations for spreading
codes for other channels that we consider in Section V. Alsmpuld come from the low probability of interception (LPI) of a
as argued in [1], for large block lengths any nontrivial codingpread spectrum signal and its immunity to multipath fading in

C. Separation Result

scheme will satisfy Definition 6. a wireless environment.

Definitions 5 and 6 lead naturally to the following separation Now consider the coding-spreading tradeoff in the context
result. of CDMA systems. For simplicity of presentation, consider the
Proposition 1: Separation of Coding and Spreadingon- symmetric situation where each onelfusers independently

sider the baseline signal s&t ¢ F(T'; W), which hasiW’ = needs to send information at the ratgdbits/s in interval0, 7.

B’ = R/2. Consider any bandwidth redundancy mappitig We may construct baseline signal sets for each of the users as
that increases the Fourier bandwidth of the signal séVto- per Definition 1, withB’ = W’ = R/2. The baseline signal set
W', and changes the Shannon bandwidthBtoThis scheme for userk is denoted byS, = {s}. 1, .., 8} ..}

can be written as a concatenation of coding frémto S C Suppose alK signals are coded by a féctBr/W’ and then
F(T; VT/), followed by spreading frons to S C F(T;W), spread by afactdi’/B, as discussed in Proposition 1. For user
whereW = B. k, let g, denote the mapping (codebook) that defines the coding,
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Fig. 1. Single-user decoding paradigm.

and letL;, denote the linear mapping that defines the spreadinghen K > N it is possible to find spreading sequences that
Then the coding and spreading operations at the transmitters areyr no loss in capacity [12], [13].

respectively, described by The tradeoff problem is much more interesting in practical
CDMA systems, where complexity constraints favor adopting a
Skm = Gk (S;c,rn)7 and  sgm = LiSkm- (7) receiver that consists of a front-end multiuser detector followed

by autonomous single-user decoders. The front-end produces

The mappings{gx} and {L;} could be different across the K outputs{v,};_,, with v, being a “good” estimate of the
users, although in practical CDMA systems, such as the osecoder outpug, of userk, based onr. The estimategw; }
based on the 1S-95 standard [11], the codebooks are identieaé then fed to autonomous single-user decoders (see Fig. 1).
The transmitted signal corresponding to théh symbol of user We formally state below the single-user decoding assumption
k is, thus,s, m (). that will be used in the remainder of the paper.

The received signal obviously depends on the effect of theAssumption 1: The decoder for a particular user does not de-
channel on the users’ signals. For wireless channels, typical génd on the codebooks of the interferers.
fects include addition and attenuation of transmitted signals,
propagation delays, multiple resolvable paths, additive NOiSg; | MMSE ERONT-END AND SEPARATION AT THE RECEIVER
etc. In general, if we assume a channel model where the signals
undergo linear distortion and the additive noise at the receivefnder the single-user decoding restriction, we will establish

is white Gaussian, the received signal can be written as a separation between detection and decoding in the following
sections. We first show that the LMMSE front-end does not

K benefit from knowledge of the codebooks of the users. Fur-
r=> L +w (8) ther, we establish that the LMMSE front-end is the optimum
k=1 front-end among all front-ends (linear and nonlinear) that do

Y not use knowledge of the codebooks of the users. Finally, we
wherew ~ N(0,(No/2)I), and Ly, depends ol and the iye conditions under which the single-user decoders that follow

channel model. In particular, when the users are synchronqls | MMSE front-end do not benefit from knowledge of the
and there is no multipath fading, we halig = L;. We will spreading matrices of the users.

consider this case in greater detail in Section V. In addition,

tvhough most of thg d|quss!on in th|s section holds for gene@l LMMSE Front-End Does not Require Codebooks
Ly, we useL, for simplicity in notation.

For an AWGN multiaccess channel, the solution that maxi- Suppose we use the MMSE criterion for producing the esti-
mizes the sum capacity again favors all coding [6]. Of cours@ates{v; } fromr. The goalis then to pick th;. } to minimize
this solution assumes an optimum joint decoding scheme tH2& MSE
forms estimates of the information symbols of all users jointly
from, using a decoder that exploits information about both the MSE = E
spreading and coding components of all users’ signals, as well
as the channel state information. For synchronous users with
spreading factoN equal to number of usels, it is possible to The expectation in (9) is over the distribution of the noise and
orthogonalize users so as to not incur any loss in capacity. Exte prior distribution on the symbols of the users.

K
> low - 5‘k||2] - )

k=1
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Note that the probability distribution of the code-vec{ér, } Proposition 2 illustrates a partial separation of coding and
is a function of the prior distribution on the information symspreading at the receiver, i.e., coding does not help with linear
bols and the codebooKg; }. Since the users send independersignal separation at the front-end under the MMSE criterion. On
pieces of information, the code-vectof$, } can be assumed the other hand, a nonlinear front-end can make use of knowledge
to be mutually independent across users. The individual coofthe codebooks to improve performance. An example of such a
ponents of each code-vect&y are necessarily dependent (fomonlinear front-end is an interference cancellation scheme that
a nontrivial code). However, it is reasonable to assume that tises the code-books of the interferers to reconstruct their sig-
components are uncorrelated. nals for cancellation. In Section IV-B, we consider the LMMSE

Assumption 2: The code-vector§s, } are mutually indepen- front-end from a different viewpoint, and argue that it is optimal
dent. Furthermore, the components of eaghare zero-mean, among all (linear and nonlinear) front-ends that are constrained

identically distributed, and uncorrelated, i.e., to use only spreading information.
E[5] =0, and E [gkgﬂ = ﬁ] B. Optimality of the LMMSE Front-End
Ds . . . . "
In the remainder of this section, we assume that in addition

where&;, is the average energy 8f. We further assume th&},  to Assumptions 1 and 2, the following assumption holds.
is not a function ofgy. Assumption 3: The front-end is not allowed to use the code-

While Assumption 2 appears to be restrictive, it holds fasooks of any user.
most coding schemes of interest. Consider the received signal (8) again

Claim 1: Supposey is constructed from &Ds, D) error
control codeC that is linear over a finite field3F(q), by map- = L3, + Z L;3;+w (12)
ping the symbols frorGE(q) to the real linelR. Suppose further J#k

that this mapping is designed to yield average enéygys per where we have separated out the signal of is&ince neither

symbol, while maximizing the distance between constellati(me front-end nor the decoder of ugers allowed to use code-

points onl. Then Assumption 2 holds. book information of interfering users, we can interpret (12) as
Proof: This construction obviously requires the mild con- 9 ’ P

dition thatMr = ¢”7. Lete denote a generic codeword@fIf a single-user vector channel betwegpandr_. Th? interferers
. . - o are, thus, treated as part of the additive noise, i.e.,
we consider a particular position, say tile, it is easy to show
from Iinearifcy overGF(q) that theith cod_esym_bol:i takes on r= L5, 4+wr (13)
each value ifGF (¢) the same number of times if we look across
codebookC. (This assumes of course that we eliminate codeherew; = -, L;3; + w. Using Assumption 2, it follows
symbols that are zero for all codewords.) To consteufiom that the noise vectaw; has the covariance matrix
C, we simply map the elements 6°(¢) to IR. We note that to
oo d . . T & T+ N
maximize distance under given average power constraints, the E [wIwI] = Z ——L;L; + —~1=Q.
mapping tolR must be symmetric around the origin. With the 2k Ds 2

assumption that the information symbols are equally likely, th . .
claim fgllows y qually y 1§he connection between, andw;, can be considered to be the

The MMSE front-end could in general use knowledge of boﬁﬁeqtive si_ngle-usq (ESU) channel_ for ué;e(rsc_ae Fig. 1). The
the codebookg gy, } and the spreading matricég,} to mini- maximum mformatlon rate for usdris determined by the ca-
mize the MSE of (9). If we restrict the front-end to be linear, wRacity of this E_SU channel. If we assume fqr now that t_he de-
have the following result. coder for usek is aIIoweq to use the spreading mformauon of

Proposition 2: Under Assumption 2, the LMMSE front—endaII the users, then capacity of the ESU channel ?f dsierde-

, : ! s K )
depends only on the spreading matrices of the various users, Siglined by the mutual informatiofi(3y; vy, | {L;}/<,). This
not their codebooks. motlvgt(_a_s the following def|n|_t|on. _ _

Proof: Any linear front-end can be described by a set of Definition 7: A front-end is optimumfor single-user de-

) o - . i
matrices{H; }_, that mapr of (8) to the vectorgw; }, i.e., ~ c0ding of user: if it maximizesI(sy; vk | {L;};=,) for each
StHhim pr ot (8) ot choice of distribution foB,.

v,=Hr, k=1,... K. From the data processing inequality [15, Chapter 2] itis clear
that
Under Assumption 2, it is easy to show [see, e.g., ([14, Chapter ’ ’
6])] that the LMMSE solution for usek is given by I (3rsvr [ {L40)) < I (87 [{L;12)) . (14)

Our goal is to show that the LMMSE front-end achieves this
upper bound and is hence optimum according to Definition 7.
To proceed we need to make the following additional assump-
tion.
Assumption 4:The noise vectow; has aGaussiardistribu-
tion with zero-mean and covarianG
Clearly, the assumption would hold if the codesymbol vectors
The result follows. O of the interferers were themselves Gaussian. For an arbitrary

N, £ -t
Hk=<—°l+ —"‘LZQ—ILk) e (o)
2 " Ds

where

£ N,
Q=>" D—’LijT + 701. (11)
T
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distribution of the symbols, it is possible to show tlgttends While (15) does not hold in general, there are particular cases in
to a Gaussian vector in distribution @& — oo, under mild which itis true. A simple example is when we have synchronous
conditions on the spreading matrices [16, Section 29]. Whilesers in AWGN and all the users span mutually orthogonal sub-
this asymptote may justify the Gaussian approximation to sorsgaces. In this case, we hab®e = (2/No)L; Li, = (2/No)I.
extent, it is of greater interest to 18t — oo as well with /N Another interesting scenario is when the matriths}_, con-
tending to a constant. Arigorous application of the Central Lim#ist of independent, zero-mean, randomly chosen entries, and
Theorem in the latter asymptote is an interesting open problewe consider the large system asymptote wh€r&y — oo with

The Gaussian approximation for the interference implies tié/N tending to a constant. Then equality in (15) is asymptot-
following result, which follows from reasoning similar to thatically achieved (see, e.g., [17]). A special case of this scenario

in [7]. is described in Section V.
Proposition 3: Under Assumptions 1-4, the LMMSE is op- The above discussion justifies the use of LMMSE detector as
timum for single-user decoding of each uger a benchmark for the front-end detector, under the single-user

Proof: It follows from the data processing inequality [L5decoding restriction. It is, hence, of interest to optimize the
Chapter 2] that mutual information is preserved under invertibb®ding-spreading tradeoff for this front-end. In the following
transformations of the received signal. Thus section we discuss an example that illustrates this optimization.

We also compare the LMMSE and conventional MF front-ends.

- K @ L -1y K
I (85 HL’ }jzl) =1 (s’“’Q T HL’ }j=1> V. CODING-SPREADING TRADEOFF IN SYNCHRONOUS
b N _ . DS/CDMA SYSTEM
O (s 170 |11 | Stew
Consider a CDMA system in which spreading is achieved
(:) I (S‘k;Hw | {Lj}f‘;l) using a direct sequence approach, where each code symbol is

spread by a unit energy chip waveform as in ExampResdom
whereH, is the LMMSE front-end. In the above equalities, (aypreading is assumed, i.e., the spreading sequences are inde-

follows sinceQ is invertible. To see (b) note that pendent from codesymbol to codesymbol and across users. Fur-
thermore, the chips within a codesymbol are independent iden-
Q V2 = Q VL3 + QY 2w, tically distributed (i.i.d.)binary zero-mean random variables.

In addition, we assume a synchronous system, although similar

is just a noise-whitening operation an@i’l/QwI is (0, ). results will be obtained for asynchronous systems as long as
Therefore »LZ Q~Lr is a sufficient statistic, and the mutual in-bandwidth restrictions are correctly imposed on the chip wave-

formation is preserved [15, Chapter 2]. Finally, (c) follows beforms [18], [19]. We first consider a “single-cell” wireless com-
causeH . is related tal,] @~ through an invertible matrix [see munication system, where all thi€ users in an isolated cell

(10)]. Thus, the LMMSE front-end achieves the upper bound f{€ received wittequal power(i.e., they are perfectly power
(14), and the proposition follows. g controlled) at the base station and the only interference is from

thermal AWGN with a spectral height d¥,/2. The approach
is easily extended to a multicell scenario, and we demonstrate
this through a simple model for the out-of-cell interference in
Proposition 3 illustrates that the LMMSE front-end that useSection VI.
only spreading information does not lead to a loss of mutual in- As before, we have that each user sends information at rate
formation. As mentioned earlier, this corresponds to a part'@iR bits/s of information in some long time inter\,{ﬁL T] The
separation of coding and spreading at the receiver. For coffansmission bandwidth available#i and2 = 2IW/R is the
plete separation, the decoder should use only the codeboolyghdwidth expansion factor. By Proposition 1, we can separate
the desired user and no Spreading information. To see Whetﬂ% bandwidth redundancy mapp|ng into a Coding Component
complete separation is possible without a loss in performanggth rater bits/symbol followed by a spreading component that
consider the output of the LMMSE detector that is fed to theads to an expansion by a factdt. Let &, &,, and &, de-

C. Separation Between Detection and Decoding

decoder. LetP; = L; Q' L. Then, using (10) note the energies per information bit, codesymbol, and chip, re-
spectively. Also, define the corresponding signal-to-noise ratios
N, N SNRS) byy, = & /No, s = €. /No and~,. = £./No. Then
v = i = <7°I+§—"Pk) LIQ ' (SNRs) byy, = €/No, 7, = €, /No andy. = €/No
S

Vs = Nv., and v = Q..

Ny Ex -t .
= —=I+—P; Pisi. + 2z .
< 2 Dg ") (P r) Also, N andv are obviously related as
where zy is N(0, Py). Clearly, the spreading matrices enter Q= N = = 17, (16)
the detector output only through the mati#i}% . Hence, com- v '
plete separation between the LMMSE detector and decodeste that the code rate which equalsV/$2 can also be inter-
achieved with no loss of performance if preted as thepreading fractiorof the bandwidth expansion.

After projection onto basis functions of tRél7'-dim signal
I(3p;vn | Pr) = I(8k;v). (15) space (i.e., chip-matched filtering) and normalization, we get
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the following model for the received vector for one codesymbakers accommodated with an information bit error rate (BER) of

interval: less than some threshold (say £). But we may draw useful
X conclusions about the coding-spreading tradeoff more easily
r= \/EZ bic; +w py assuming !dgal_codlng: Whether we pl.ck practical code; or
= ideal codes, it is imperative that we verify that they are in-

deed “codes,” in the sense of satisfying Definition 6. Otherwise,
wherew ~ A(0,1) and{b;}/<, are the codesymbols, andthe “coding” component could still have a residual “spreading”
{¢; f‘;l are the binary spreading vectors of lengthThe sym- component and the tradeoff problem is not well-defined. In the

bols are normalized to have unit energy on averageH[é2] = discussion below, we will consider capacity achieving codes for
1 for all k. The spreading vectors are also normalized so thétrious constraints on the input and output alphabets of the ESU
chcj = 1. channels. As in the case of the single-user AWGN channel dis-
Focusing on usék, the received vector can be rewritten as cussed in Section Il, it can be shown that= W for these
codes as well.
= \/2bke + /27,Cb + w With the assumption of ideal coding and with the above

. caveat taken into accounk’,, is computed as follows. For
where the columns @' are the spreading vectofs; };, Of the g, o 1 ang v we compute the capaci§(k, N) of the ESU
interferers, and is the vector of the corresponding codesym-

; . channel corresponding to any one of the users, say user 1.
_bols. For a linear front-end, the estimate for the code syripol Since the code rate must be less thad(K, N) for reliable
is based on the scalar

transmission, we have

_ 5T
vk = I T K, (£2,v) = maximum value of’ such that’ < C(K, N).

We restrict our attention to two linear front-ends, the conven- (18)

tional MF, and the optimum LMMSEfront-end from (10)
We now calculateC(K, N) for different scenarios. We begin

MF: by, = ¢, by considering the case of binary signaling for whigh ¢
LMMSE: h;, = [I + Q%CCT]—lck_ {-1,+1}. Assume first that the receiver employs hard-decision
decoding, i.e.pr, = sgn(vy). In the single-user decoding para-
For hard decisions, the constellation point closest in Euclideafigm adopted in this paper, the decoder could use knowledge of
distance tovy, is sent to the decoder for uskr For softdeci- the spreading sequences but not the codebooks of other users.
sions, v, (or some other appropriate functionaf) is sent to Hence, for a given realization of the sequences, the effective
the decoder. single-user channel is a binary symmetric channel (BSC) that
The goal in the coding-spreading tradeoff optimization is ti@ time-varying but memoryless by the assumption of random
pick the coding and spreading factors to maximize performanegreading. The instantaneous error probahffityf the BSC is

For a giverf2, the code rate (or spreading fractienjetermines the average bit error probability over the code bits of the users
the spreading factaV, so we need to only optimize. Since

we are constraining the information rates of the users (toone , 1 Z 0 2, e + hTCH
information bit every? chips), a reasonable measure of perfor- “ ¢ = oK-1 LR 1
mance is the largest number of uséfs, that can transmit their be{~1,+135-1

(19)
whereh = ¢, andh = [I + 2v,CC "] !¢, for the MF and
LMMSE front-ends, respectively. The corresponding BSC ca-
pacity is

bits reliably on the channel. Clearly,, is a function of©2 and
N (equivalently ofQ? andv). The ratio

K, (Q,v)
Q
is then the totakpectral efficiencyof the CDMA system in
bits/chip at a spreading fraction The optimum code rate is, yhere 7 is the binary entropy function and the expectation is
hence, given by overC ande;.
For binary signaling and soft-decision decoding, the
single-user channel is a binary input continuous output channel.

and the peak spectral efficiency is given by If we approximate the conditional probability density function
(pdf) of the output by a Gaussian, then [20, p. 273]

k(2 v) = an

C(K,N)=1- EH(P.) (20)

Vopt(Q) = arg InﬁLX IﬁJ(Q7 l/)

Iipeak(Q) = K(Qv Vopt)-

C(K,N) = ElCspc(l)] (21)
For a practical system, the code would be chosen from a family
of multiple rate codes, anff,,, would be the largest number ofwhere
. . 1 e
2Note that the LMMSE detector here differs from that in (10) by a scalar — _ T loe _ -
factor. While the MSE would change with a scaling of the output, the calcula- Cspa (F) 2 1082 me oo p(U) 1082 p(U) y

tions here are based on the output signal-to-interference ratio (SIR) and remain
unaffected. Note that the LMMSE detector is also the SIR maximizing detector3The implicit assumption of course is i@t/ , N) is decreasing function of
[14]. K. This is easily seen to be true for all the cases considered in this paper.
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with p(y) being a mixture of\/(v/T', 1) and A (—/T',1) with  Furthermore, the equation satisfiedbygan be obtained by set-
equal weights, anfl being the SIR at the channel output. It iging the bandwidth expansion constraint to equality in (18) and

easy to show that using (25)
2vs (k" ¢1)? (R
= — vs(h 1) _ (22) C <_%'Ybl’> = . 27)
h' (I+2v,CC )h 4
whereh = ¢ andh = [I + 2y CCT]_lcl for the ME and Using (27) we can derive the asymptotic spectral efficiehesg
LMMSE front-ends respectivel; a function ofy for a given information bit SNRy,.

Finally, if we do not constrain either the input or output al- 't is of interest to note that the convergencengf?, ) for
phabets of the ESU channel, we can approximate this chanmﬁ LMMSE, detector |mpl!es a complete separation of coding
by an AWGN channel for the two front-ends of interest [6]. Th&"d SPréading at the receiver in the large system asymptote, as

SIR of this channeC( K, V) can be approximated by discussed at t_h_e end of Section Ill. Specifically, by Assumption
4 and Proposition 3
1
C(K,N)z§E[log(1+F)] (23) I(bg;7 | e, C) = I(bg; vy | e, ©).
with T being given by (22). Moreover, the matriLkTQ_lLk that needs to be sent to the de-

For finite K and N, theC(K, N) of (20), (21), and (23) are €0der is equal te (I + 27,CCT)~*¢;. This is just the output
cumbersome to calculate. In the large system asymptotic sééR for the particular realization of the sequences. If we con-
nario wherek, N — oo, with the ratioK /N being kept con- sider the sequence of systems wifhy, users (asv, 2 — oo),
stant, asymptotically exact expressionsffaandC (&, N) may then from (26) and (24), it is clear that limiting SIR is indepen-
be obtained [8], [6], by fixing the code symbol SN,;:{ In par- dent of the realization of the sequences in the limit. Thus

ticular, the SIR converges for almost every realization of the se- lm I(by;vg|en,C) = lim  I(by;vp).
quences td", where YR eI
2, i :
: y - { 7 ’V+ -, for MF Hence, it follows that:
= = Vs ; . ] — 1 e
Koo 2y, — 1 F(27,,8), for LMMSE i Abwirlen €)= dm I(bw;ve)
~ = N, S—p
(24) .

which is an asymptotic equality between the mutual informa-
with tion prior to any front-end processing to that with an LMMSE
front-end using only the spreading sequences and a decoder for
Flx,2) def (\/x(1 +VZ2)2+1— \/x(1 —VZ)2+1)2 userk that knows only the corresponding codebagk Thus,
under the restriction of single-user decoding at the receiver, the
FurthermoreC (K, N) converges in this asymptote as follows:structure of an LMMSE front-end followed by a single-user de-
- H[Q(\/lz)], binary hard coder without sequence knowledge is asymptotically optimum.

C(Bivs) = lim = ¢ Copa(D), binary soft VI. NUMERICAL RESULTS
&= % log(1 + f), unconstrained. We first consider the equal-power, single-cell scenario. Fig. 2

(25) shows the spectral efficienay(€2, ) for this case with hard
and soft-decision decoding, respectively. The value of the band-

Note that, in contrast to [6], we have explicitly intro-width expansion factof? is set to 64. We note that small values
duced the bandwidth expansion fact@rin setting up the of » are favored for the MF front-end, while values:otlose
coding-spreading tradeoff problem. Thus, is not an inde- to 1 are favored for the LMMSE front-end. This is to be ex-
pendent variable (that can be taken to infinity) in our analysisected since the LMMSE front-end uses linear signal separation
and the above asymptotics are not directly applicable to ofough spreading to suppress multiaccess interference while
problem. The quantity of interedt,,, is determined by2 and the MF front-end does not. We can also see that coding gives
N, and we are, hence, interested in the large system limit @ifninishing returns for the MF receiver—a significant portion
(2, v) whereQ2, N — oo with the ratio (coding rate)y being of the bandwidth expansion can be given to spreading with a
fixed. Now, it is not cleaa priori whether the limiting spectral marginal loss in spectral efficiency.
efficiency exists. However, we can show, based on (18) and theror hard decisions, the maximum spectral efficie(1cy..x)
results for the large, N asymptotics described above, thafor the MF equals 30/640.47 bits/chip, and matches well
K, goes toxo in such a way that the limit below does eXist  with the large system, large, asymptotic value oflog, ¢) /=

K1) predicted by Hui [3]. For soft decisions, the maximum value
Lim "”Q = = R/(v). (26) is 46/64~ 0.72 bits/chip, and again matches well the value
Ny of (log,¢)/2 given in [3]. The plots also show the system

_ o _ o asymptotic spectral efficiency values obtained by using (24)
4A rigorous proof for the limit existence requires the pointwise convergence

(inthe N, © asymptote) of appropriately defined inverse functioné@t, ). and (25) in (27), and we see a good match with finite system
However, this is more of a technicality and we do not pursue the matter hera:esults.
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a) Single cell (hard decisions) b) Single cell (soft decisions)
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Fig. 2. Spectral efficiency as a function of the spreading factor for a single-cell system and binary signaling. For the simulation resultsidtie &guatvgion
factor () =64, the information bit SNR; =18 dB and the spectral efficiency is averaged over 2000 independent random spreading sequence sets. The dashed
lines are the asymptotic spectral efficiencies.
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Fig. 3. Spectral efficiency per cell as a function of the spreading factor for binary signaling and a simplified multicell model, with out-afréeiéimte having
half the power of the in-cell interferencg; = 64, v, = 18 dB.

For the LMMSE front-end ..k is around 1 bit/chip for dent random spreading sequences, and the LMMSE receiver
hard decisions, and is slightly larger for soft decisions. It isses knowledge of the spreading sequences agtfalusers to
interesting to note that the LMMSE spectral efficiency wittmake its decisions.
random sequences can be higher than the maximum efficiencyWe can again obtain asymptotic results in this cellular sce-
of 1 bit/chip achievable with orthogonal sequences&ng N. nario. For the MF detector, the code symbol SIR in (24) is mod-
This is in contrast to the case without binary constraints wheifeed by simply replacingy, with v/ _; where
it is known that orthogonalizing users witld = N does not ~ 7 9
. . . I o Vs _ Vs
incur any loss in capacity (see, e.g., [6]). Vs et = 15 6. == o3, (28)

We also give results for a multicell wireless system, in which ® ° .
the base station receives the sum of the in-cell users’ signBRy the LMMSE detector, we obtain an implicit equation For
in the presence of interference from neighboring cells. We & using [8, (4)]
sume the following simple model for the other-cell interference. . 27,

We consider a hexagonal cell structure and consider only the I'= 14 2820 4 B (29)

first tier of six interfering cells. We assume that all cells have L0 112 ,

the same number of usefs, and that each other-cell inter-and it can be simplified to yield a cubic equatioriin

ferer is received at a power equal to one-twelfth of the in-cell The results with uniformly loaded multiple cells are shown
user’s power. This means that the total power in the other-cillFig. 3. As expected, the MF spectral efficiency is down by
interference equals half the total in-cell power, as described &yfactor of2/3 when compared with single-cell results. It is
Viterbi [21]. All 7K users in the system are assigned indepeimteresting to see that the gap between the LMMSE and MF
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Fig. 4. Asymptotic spectral efficiency per cell with binary signals and soft-decision decoding as a functiorfoofsingle and multicell scenarios;
v, ={6, 12, 18} dB.
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Fig. 5. Asymptotic spectral efficiency per cell with continuous alphabet as a functieriasfsingle and multicell scenarios; ={6, 12, 18} dB.

spectral efficiencies is much reduced, particularly in the cab# spectral efficiency peaks goesdo with ~,. However, the

of soft-decision decoding. value of v, required to achieve the same gap is much larger
In Figs. 4 and 5, we provide asymptotic spectral effithan that for the single-cell case. Thus, a question of practical

ciency curves for the binary and continuous alphabet casiggerest is whether the value of, can be large enough to

respectively. The results are for the single-cell scenario wiflhstify constellation sizes larger than binary and/or the more

~, =18 dB and show that, with continuous alphabet, the gap beemplex LMMSE front end. One perspective on this question

tween the LMMSE and MF spectral efficiencies grows withous as follows.

bound asy, increases (see, also, [6]). Thus,qat =18 dB, The effective bit SNR seen by the LMMSE detector must

there is significant room for improvement by using an LMMSHEnclude both thermal noise and any uncancelled interferers in

receiver and larger constellation sizes. In the multicell scenartbe system. In particular, suppose that there wasanctier

it can again be shown that the gap between the LMMSE anfl interferers that cannot be suppressed by the LMMSE de-
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0.7 , : . . . ! .

tector, leading to an effective code symbol SNRyf,; and — LMMISE ot

an effective bit SNR ofy;'.;. Also, suppose that total interfer- A - | LMMSE —bin
ence from the second tier is a fractiiof the interference from %6 7 E R I [

the first tier. Then

o
&)

I Vs 1
Vool = T A0 < 73
T+ fBy.  fB 9
1 1 -
11 L
= ’Yb,eﬂ < fﬁl’ fl%(l’) (30)

e
w

where the last equality is obtained using (27). Thys,; is
limited by f and&. Clearly, to justify the use of the LMMSE
detector over the MF detector, we must consider x)., , the
maximum spectral efficiency with the MF detector. Analogou
to (28), the spectral efficiency values for the MF with two tier

can be obtained by using

Spectral efficiency, k()

1 I 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Code rate, v

B LR
1+ (34 )8y

It follows that#(2/) for the MF reaches its maximum as— 0,

=

Fig. 6. Asymptotic spectral efficiency for a multicell scenario where the
LMMSE detector suppresses only in-cell users (binary and continuous

and the maximum value is: alphabets)y, =18 dB.
MF  _ log, e
peak T f 43 tral efficiency of CDMA systems. We have also shown that the
Hence, the maximum™ ; seen by the LMMSE detector canOptimum coding—spreading operating point is a strong _function
be taken to be ’ of the type of receiver used. Many analyses comparing mul-
1 1 tiuser detection schemes with the conventional MF receiver have
’ygfeﬂ < - = @(1 +3/f). either ignored coding or used the same code rate for both re-
peak

ceivers. We have shown that for a correct comparison of two
Typical values off range from about 1 to 0.06, depending omlternative receiver structures for CDMA, it is important to con-
the propagation loss coefficient and the standard deviation of ider each of them at their optimum coding-spreading operating
shadow fading process [22]. The corresponding rang@fg; points.
is about 4.5 dB—16 dB. Referring to Figs. 4 and 5, we see thatin particular, the results obtained for a simplified the multi-
the peak spectral efficiency of the LMMSE detector is not sigell model lead us to question the applicability of multiuser de-
nificantly higher than that for the MF detector in this range akction schemes in cellular systems that employ single-user de-
’Vgeﬂ- coding. Of course to draw any concrete conclusions in this direc-
Finally, we have assumed an LMMSE detector that sugon, we need to consider a more realistic system model. For ex-
presses the first tier interference in the multicell scenario. T'a%ple, we have assumed ideal coding and, hence, no delay con-
spectral efficiency may be expected to be even smaller if we agraints, in this paper. The tradeoff problem with nonideal codes
sume that only in-cell interference is suppressed. The resultiRgs peen considered in [23] and the conclusions are similar. We
LMMSE detector operates at an effective code symbol SN e a1s0 assumed synchronous users in an AWGN channel,
of vl ea given in (28). The corresponding spectral efficienCyerfect channel estimates and perfect power control. The MF
curves are shown in Fig. 6. The main conclusion from Figs. 4tector can be expected to be more robust to channel estimation

can be summarized as follows: under the single-user deCOdH}%rs, whereas the LMMSE detector would be more robust to
restriction, in the multicell scenario, not only does binar

. : . o . - _Ymperfect power control. It would, hence, be interesting to con-
signaling entail no significant loss in spectral efficiency, |t.d the problem with imperfect channel estimation and power
suffices to use the conventional MF detector. Slaer P ' imp . P
control over more realistic channel models, especially on the re-
verse link. Finally, the results in this paper clearly indicate the
limitations of a single-user decoding approach to receiver de-
We have given general definitions for coding and spreadingjgn, and point to the need for research on low complexity joint
and shown that they lead to an interesting separation result fizicoding approaches like those in [24].
bandwidth redundancy schemes of the type used in CDMA sys-
tems. The separation result makes the coding-spreading tradeoff
problem well-defined. Our approach can include more general
scenarios than the ones considered in the paper, e.g., signalinghe authors are grateful to M. Motani for helpful discussions,
across spatial dimensions through the use of multielement amd for computing some of the numerical results presented in
tennas. this paper. They would also like to thank the anonymous re-
We have shown through a simple example that optimizing théewers for their comments and suggestions which have led to
coding-spreading tradeoff can lead to significant gains in spapyprovements in the paper.
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